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PREFACE

Cognitive Structure and Conceptual Change is part of a new era in educa-
tional research and practice. Research in naturalistic settings using qualita-
tive methods is now recognized as the most appropriate approach in many
situations. The application of these methodologies to student learning has
revolutionized our understanding of the learning process. This volume is in
the vanguard of that revolution.

The book is divided into two major parts: The first deals almost exclusively
with attempts to elucidate cognitive structure; the second moves toward
describing ways of changing cognitive structure. None of the material pre-
sented is a rehash of existing work in educational theory, research, and
practice; rather, each chapter breaks new ground.

This book will be useful to all educators—theoreticians, researchers, and
practitioners. Edueators in universities—both those in education and those
in specific subject-matter areas—will find the book and the ideas presented
in it useful in their teaching. For example, specific subject-matter areas in
physics, chemistry, and related disciplines are used in both the first and the
second parts of the book and can serve as a guide for those who wish to teach
and research teaching in these areas. For schools of education, in which all
too often those “awful methods courses” (to use James Bryant Conant’s
phrase) predominate, but which wish to improve, this book is a sine qua non.
Instructional theories must be ensconsed within a coherent theoretical
framework and erected upon a firm empirical base. This book can serve as a
text and reference book for graduate students in education and for all other
related disciplines. Teachers will benefit from this book because its methods
and theories refer to real learning in real classroom settings.

We wish to thank formally those individuals who have contributed to the
book. The authors whose excellent chapters form the basis of the volume
were set difficult deadlines; their cooperation and patience are greatly
appreciated.

A number of the chapters were originally commissioned for two symposia
that we organized at the 1981 and 1983 meetings of the American Educa-
tional Research Association. At those symposia, Tom Shuell and Merl Witt-
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xvi PREFACE
rock acted as discussants. After the chapters were rewritten for this volume
and the additional chapters prepared, we asked Shuell and Wittrock to act as
discussants once again, this time for the book. Theirs was a most demanding
task: to read all the chapters in their respective parts and to provide a concise
synthesis. We believe that readers will appreciate their efforts, as their
contributions enhance the value of the collections. For ourselves, we are
very grateful to them.

Our very special thanks are due to Jim Mackenzie, a philosopher from
Monash University, who read the final manuscript and, in the process,
produced copious notes and comments. We could not do justice to all of
Jim’s suggestions, and he must bear no responsibilities for the changes that
he advocated but that we failed to make; we wish to place on record our
conviction that all the chapters are better in their final form as a result of his
work

Not all of the contributions that we originally planned for this volume
could be incorporated, notably a chapter by Rosalind Driver from the Uni-
versity of Leeds and Gaalen Erickson from the University of British Colum-
bia and a chapter by Joseph Nussbaum from the Hebrew University of
Jerusalem. Our intellectual debt to these and other scholars who for many
years have worked outside the mainstreams of educational research to pro-
duce the substance of this book cannot be overestimated; we only can hope
that their academic and scholarly influences and contributions are ade-
quately evident throughout the volume.

We acknowledge the help of all of those at Academic Press who encour-
aged and enabled us to bring the idea for this book to fruition. We are
indebted to our typists, Kay Smith, Helen Keogh, Dianne Wetzel, and
Marilyn Chandler, who were always prepared to adapt their busy schedules
to accommodate our often-tight deadline demands.

INTRODUCTION

Leo H. T. West and A. Leon Pines

Two trends in education and psychology have merged to give rise to the
exciting new area that is the topic of this book. These are (1) the dramatic
shift to cognitive psychology with its interest in the learner-in-the-process-
of-learning, and (2) the methodological shift towards qualitative studies.
Suddenly, in the late 1970s, and in many countries, studies began that
involved in-depth investigations of small numbers of learners about the
nature of their knowledge and their learning. Only recently have these
studies begun to find their way into the literature, often into journals of the
disciplines investigated, rather than in the education or psychology journals.
This is not unexpected. These studies are, by their nature, discipline relat-
ed. Conclusions from an investigation of the problems inherent in learning a
concept in physics, for example, are of interest to all physicists who teach
physics.

At the same time, there is much in this research that is of vital importance
to educators, psychologists, and to most teachers. This book is relevant for
all these audiences. Most of the chapters draw on research, rather than
report research; they emphasize the contribution of such research to our
understanding of the learning process; they provide guidelines for teachers
in their quest to have their students achieve meaningful learning.

Throughout the book the empbhasis is generally on science learning. It was
not our intention to focus on science learning, but rather to focus on the
learning of coherent bodies of knowledge. The sciences, especially the phys-
ical sciences, consist of well-developed and highly structured bodies of
knowledge. This has made them the traditional content area examined by
philosophers interested in the nature of knowledge, and, for the same rea-
sons, the prime area of interest for psychologists interested in cognitive
learning. The discussions and findings in this volume are not restricted to
science learning. They apply to all the areas of curriculum where students
are involved in learning a coherent body of organized knowledge.

The title “Cognitive Structure and Conceptual Change” is meant to cap-
ture two directions of approach, although like any such distinction it is

COGNITIVE STRUCTURE AND CONCEPTUAL CHANGE 1 Copyright © 1985, by Academic Press, Inc.
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2 LEO H. T. WEST AND A. LEON PINES

necessarily artificial. Part I, which roughly corresponds to the cognitive
structure part of the title, is subtitled “Eliciting and representing school-
type knowledge.” It concerns work that focuses on descriptions of what
learners know. The treatment is not primarily methodological, although
important methodological approaches are described. The various chapters
also raise issues of the nature of knowledge and knowing, the stability of
learners” pre-conceptions, methods of changing a learner’s conception, and
the role of affect and commitment in conceptual change. The chapters are
arranged so that the emphasis on mmethodology decreases from Chapters 2 to
7. One of the immediate results of the type of research represented in Part I
was the demonstration that learners’ existing conceptions are very resistant
to change, that despite extensive instruction and acceptable (even outstand-
ing) performances on school examinations, many students cling tenaciously
to their naive notions.

The chapters of Part II, “Stability and Change in Conceptual Understand-
ing,” address the question of how to assist and encourage learners to change
their minds. As part of this, new ideas about the nature of learning and the
role of teaching emerge. As in Part I, the chapters are arranged in a se-
quence based on changing emphasis. The early chapters have a stronger
emphasis on specific examples (based on theoretical models) of instructional
approaches aimed at encouraging effective cognitive learning; later chapters
place more emphasis on the theoretical models.

The above is a brief overview of the content of the book, but what of its
themes? What patterns emerge from the mosaic of ideas? We see the
emergence of a theory about the learning that we refer to in the title as
“conceptual understanding.” We are emphasizing the learning of a coherent
body of knowledge, not as discrete concepts, skills, and so forth, but as a
related set.

Despite convention, it is appropriate that the discussion that follows is
personal and subjective. It is in the same spirit of the chapters in this
volume. Conceptual understanding is making one’s own sense of knowledge.
It involves the learner in constructing (“generating,” Wittrock, Chapter 15,
would say) his or her own understanding. We present, therefore, our partic-
ular “sense making” of the book.

We find it useful (following Vygotsky, 1962) to identify two sources of
knowledge in the individual. There is the knowledge that a child acquires
from interaction with the environment. We might call this intuitive knowl-
edge, ‘gut’ knowledge, naive knowledge. It is influenced by language, by
culture, by other individuals, and so on. Such knowledge is a person’s own
sense making of the environment she observes, tempered and manipulated
by her interaction with parents, peers, television, and other influences. It
primary characteristic is that it constitutes the person’s reality. It is some-
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thing she believes. Anotlier characteristic is that this type of knowledge is
acquired in a rather haphazard fashion, over considerable time, and without
any particular direction. We do not set out to learn the nature of the earth as
a cosmic body, for example. We know that the earth is flat to our eye, yet
round from photographs from space. We know about satellites, the shuttle,
and a whole gamut of other things. At any time in our lives we have a
particular conception of the world which we believe, think of as reality,
‘know’ is shared by our peers.

The other source of knowledge is formal instruction, disciplined knowl-
edge, school knowledge. It is someone else’s interpretation of the world,
someone else’s reality. Its primary characteristic is authority. It is ‘correct’; it
is what the book says; what the teacher says. It is approved by a whole bunch
of other people who are usually older and more highly regarded than the
student. Our learning of this knowledge is goal-directed. That is, we set out
to learn, usually through instruction, a particular body of knowledge. We are
usually expected to learn it in a certain time period. We are usually expected
to demonstrate, most often through tests, what we have learnt about it.

Learning is viewed by the authors of this volume as the process in which
learners make their own sensc of inputs. Learning always involves the in-
teraction between the learner’s present understanding of the world and the
knowledge input. Of course, much of what passes for learning is quite differ-
ent from this. One can read in Chapter 2 by Gilbert, Watts, and Osborne,
Chapter 3 by West, Fensham, and Garrard, and Chapter 5 by Champagne,
Klopfer, and Gunstone, as well as in the burgeoning alternative frameworks’
literature (see, e.g., Driver & Erickson, 1983), that the learning of isolated
pieces of knowledge to which the learner has no commitment is com-
monplace. But we are concerned here with genuine attempts to make sense
of school knowledge.

Let us return to our two sources of knowledge and introduce a metaphor
that we find useful. Our view of genuine conceptual learning is the integra-
tion of knowledge from these two sources; a vine metaphor is helpful in
understanding this integration. We imagine two vines representing these
different sources of knowledge, the one originating from the learner’s intu-
itive knowledge of the world (which we call the upward-growing vine to
emphasize that this is part of the growth of the learner), the other originating
from formal instruction (which we call the downward-growing vine to em-
phasize its imposition on the learner from above). Genuine conceptual learn-
ing involves the intertwining of these two vines. The postulated vine meta-
phor emphasizes that once integration occurs, the sources of particular parts
of the intertwined vines are impossible to identify—indeed, at that point,
the question of source may be irrelevant. At the point of integration, howev-
er, the sources of knowledge are most important.
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One can imagine different situations that arise, depending on the nature of
our two vines. Initially we identify four extremes.

1. Conflict situation
Both vines are well established but they are in conflict. In this situa-
tion, the learner’s reality—the ideas that he believes and to which he is
committed—is in conflict with the principles being presented, which carry
with them the authority of the discipline and the endorsement of the school.
Mature learning in this case involves transferring one’s commitments from
one set of ideas to another. It demands the questioning of one’s reality, the
abandonment of ideas that have been established over a long period—ideas
that one knows are still held by members of one’s subculture.
2. Congruent situation
Both vines are well established but not in conflict. In this situation,
the student’s reality can be integrated with the school knowledge without
special problems. There is no reality shock, no need to abandon old commit-
ments. There is simply an extension and an integration of one’s reality into a
bigger perspective. When the school knowledge is presented, it merely
reinforces existing ideas, integrating them into a larger whole, extending
one’s understanding of the world.
3. Symbolic knowledge situation
This is the situation where there is hardly any upward (intuitive
knowledge) vine to interact with the downward (school knowledge) vine. An
example of this is the learning of much of freshman, organic chemistry (West
et al., Chapter 3). There is little in the learner’s intuitive knowledge that is
relevant to the learning of, for example, the substitution reactions of ben-
zene and its derivatives. For the student, this is an attempt to acquire pure
symbolic knowledge. Even laboratory classes do not provide many elements
of reality. It is doubtful that many freshmen chemistry students have seen,
felt, or smelled benzene yet they spend considerable time studying its
chemistry.
4. Uninstructed situation
This is the case where there is little or no formal school knowledge
vine, where all of the learner’s knowledge is based on intuitive learning. This
is a fascinating area for study, and research cited by Hewson (Chapter 10)
demonstrates the powerful influence of cultural metaphors in shaping con-
cept acquisition.

The preceding rather idealized typology can be used to integrate the
contributions of the authors in this volume. Acquiring relatively large bodies
of complex, inter-related knowledge in school settings probably always be-
gins as a symbolic knowledge situation. Given the authority and the de-
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mands of schooling, novices are usually forced to begin by ignoring their own
reality. So, if the learner wants to make a genuine effort to make sense of this
knowledge (as opposed to rote learning numerous isolated knowledge bits),
she will need to concentrate on integrating and differentiating the symbolic
knowledge. This is what we see to be the concerns of West et al. (Chapter 3),
White (Chapter 4), Pines (Chapter 7), Novak (Chapter 12), and, to some
extent, Head and Sutton (Chapter 6) and Champagne, Gunstone, and
Klopfer (Chapter 11). Instructional strategies and devices like concept maps
(Novak, West et al.), vee maps (Novak), sentence completion, self-concept
measures (Head & Sutton, Chapter 6), and a number of others, are designed
to encourage and reinforce integration and differentiation of the various
parts of school knowledge being presented to the learner. The functional
image elicited by the vine metaphor of these procedures is that of increasing
the intertwining and consolidating of the various branches in the downward-
growing vine, here and there allowing a single runner to push ahead, maybe
intertwining with a runner from a different branch, or forming the beginning
of a new expanding growth. The general image is of gradual expansion and
increasing intertwining. It might be useful to dub this process conceptual
development.

At the extremes of this developing vine there will occur interactions with
the upward-growing vine of the learner’s real-world knowledge. Sometimes
these will be conflict situations; at other times congruent situations. Gilbert
et al.’s (Chapter 2) Interview-About-Instances (I. A. I.) technique and Reif’s
(Chapter 9) ancillary knowledge strategies seem applicable to the former. If
the expanding school knowledge vine meets a runner of the real-world
knowledge vine which creates a conflict, what does the learner do? It is not a
major reality shock of the kind that might confront a flat earth believer who
sees a round world from space, but rather a minor conflict which on its own
does not have to be resolved. For example, the learner can bypass the
conflict by deciding to have two meanings for a word like ‘work’-—one for
school physics, and one for the world of experience. Or, of course, the
learner can try to create a relationship between these two meanings, or try to
see the physicist’s reason for retaining the word ‘work’ but redefining its
meaning. For many learners this would both resolve the conflict and open
up avenues for further integration of the two vines. Instructors who prefer
the latter, find techniques like the I. A. 1. attractive as instructional tools as
Gilbert et al.’s workshops for teachers have demonstrated. It might be useful
to dub this process conceptual resolution.

What happens when the conflict situation is major? When the conflict is
not just between one branch of one vine and one branch of the other, but
between whole vines? Here we have substantial reality clash. The classic
examples of an Aristotelian-like view of mechanics (which is a common intu-
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itive framework) challenged by Newtonian physics, and the Newtonian
view, when eventually accepted, challenged again by Einsteinian physics,
are both discussed in this volume (Chapters 5, 11, and 13). That the resolu-
tion of such conflicts can be painful and therefore difficult to accomplish is
well illustrated in studies reported by Champagne et al. (Chapter 11) for
instance.

The term conceptual change is used by several chapter authors to describe
this process (Champagne, Gunstone, & Klopfer, Chapter 11; Strike &
Posner, Chapter 13; Johansson, Marton, and Svensson, Chapter 14). The
nature of conceptual change is developed at a general theoretical level by
Strike and Posner, and at a pedogogical level by Champagne et al. There is
considerable congruence between their treatments. To give just one exam-
ple, Strike and Posner imply that conceptual change strategies will only be
successful if substantial understanding of conceptual knowledge has been
achieved. Champagne et al.’s conceptual change strategies worked well with
university graduates but were unsuccessful with middle school students who
had only minimal understanding of the conceptual knowledge.

Let us recapitulate our personal understanding of the themes developed
in this volume. The book is concerned with conceptual understanding of the
coherent bodies of organized knowledge that form a significant part of school
and college curricula. The authors share a constructivist view with respect to
such learning. They consider that genuine conceptual learning occurs when
learners make their own sense of such knowledge.

There is something of a contradiction here. The curricula of schools and
colleges are other people’s knowledge, imposed (with the power of authori-
ty) on the student. Not surprisingly, some students do not bother to make
personal sense of this knowledge but merely play the school ‘game’ of rote
learning and reproducing the curriculum knowledge. But what of those who
genuinely attempt to understand school knowledge? How do they make
personal sense of it? We have found it useful to distinguish three processes:
conceptual development, conceptual resolution, and conceptual change.
They provide, for us, alternative structures for interpreting the contribu-
tions to this volume.

Conceptual development involves integrating and differentiating the
many concepts of a segment of school knowledge without particular regard to
one’s beliefs and commitments to ideas about the world. It seems that con-
ceptual development can constitute the first step toward conceptual under-
standing. Techniques for describing an aspect of an individual’s conceptual
development, instructional strategies aiding conceptual development, and
descriptions of the process of conceptual development are found in chapters
by West et al.; White, Head & Sutton, and Pines, & Novak.

Conceptual resolution concerns the separate concepts and involves resolv-
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ing differences in meaning between the real-world uses of those terms and
their curriculum use. Recent research has demonstrated the extent to which
real-world meanings can dominate this interaction and lead to the per-
sistence of major misconceptions. The extent and nature of these misconcep-
tions highlights the importance of instructional strategies to aid conceptual
resolution. Chapters concerned with the description of conceptual resolu-
tion include those by Gilbert et al., Hewson, and Reif.

Conceptual change involves abandoning one’s commitment to one set of
conceptual understandings by adopting another irreconcible set. This aban-
donment is not always a component in conceptual learning, but when it is, it
is a difficult and painful process which requires both a commitment on the
part of the learner and special instructional techniques. Detailed discussions
of the process and some of the techniques can be found in the chapters by
((lll;;;\mpagne et al. (5 and 11), Johansson et al. (14), and Strike and Posner

In sum, we hope that this book will provide interested researchers and
practitioners with some methods for describing cognitive structures and the
means for attempting to effectively bring about conceptual change in their
students. In a nascent and burgeoning field like this, many exciting new
additions are bound to appear in the framework that we have offered. We
feel fortunate to have contributed a vanguard base for future development.
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ELICITING STUDENT VIEWS
USING AN INTERVIEW-ABOUT-
INSTANCES TECHNIQUE

John K. Gilbert, D. Michael Watts, and Roger ]J. Osborne

INTRODUCTION

The realization that students bring idiosyncratic meanings for words which
are commonly used in science to the science classroom is of long standing.
The possible consequences of this for teaching have also been established for
some time—Ausubel (1968), for example, refers to them as preconceptions
(that are) amazingly tenacious and resistant to extinction, implying that such
views are, in some essential way, not only wrong but bad. More recently,
however, another interpretation has emerged: Driver and Easley (1978),
referring to them as alternative interpretations, observe that “In learning
about the physical world, alternative interpretations seem to be the product
of pupils’ imaginative efforts to explain events and abstract commonalities
they see between them” (p. 62). Whatever response teachers decide to make
to them, private meanings are a genuine part of children’s culture.

If a word’s meaning is held before that word is met in formal science
classes, we would refer to it as being part of children’s science. Across a
population, a range of meanings would exist for a particular word. Every
child would employ a range of words, the sum of which would constitute a
large part of the individual’s children’s science (S_,). That meaning for a
word which was held by a consensus of the scientific community we would
describe as being part of scientists’ science (S,.). That version of scientist’s
science which is selected by curriculum planners for inclusion in a syllabus
or is enshrined in a textbook could be called curricular science (S_,). The
interaction between curricular science and a teacher produces teacher’s sci-
ence (S,). In classrooms, children’s science and teacher’s science interact to
produce student’s science (S,,). These representations of knowledge can be
articulated (Zylbersztajn, 1983) into the sequence shown in Figure 2.1.

If children’s science is a major influence on the curriculum, then attempts
COGNITIVE STRUCTURE AND CONCEPTUAL CHANGE 11 Copyright © 1985, by Academic Press, Inc.
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curnculum Iesson
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classroom

FIGURE 2.1 Transformations of scientific knowledge.

to elucidate its characteristics are called for. Investigators seeing their task as
the measurement of the extent to which students have learned the correct—
or scientist’s science—version of a word meaning will use comparative
methods, for example, multiple-choice and open response questions. At the
opposite end of the scale, investigators taking an ethnographic, or non-
comparative approach, will wish to examine the use of words in real-world
settings. The most usual and complex of such settings is the normal school
classroom: both Tasker (1980) and Zylbersztajn (1983) are conducting such
studies. The simplified classroom, that is, one where two or three students
are given lesson tasks to perform in a separate room, has also been used
(e.g., by Tiberghein, 1980). The middle ground between these extremes,
which is represented by methodologies capable of adaptation to either a
comparative or non-comparative mode, seems potentially fruitful. Certainly
open response questions can be used in this way (e.g., Viennot, 1979), as can
a modified multiple-choice approach (e.g., Helm, 1980). It is into this mid-
dle ground that we have introduced the Interview-about-Instances (I.A.1.)
technique (Gilbert & Osborne, 1980b; Osborne & Gilbert, 1980).

In outline, the I.A.1. technique consists of tape-recorded dyadic discus-
sions between the researcher and a student, using a deck of cards and
focusing on the applications of a single word. A card consists of a line-
drawing of a situation which may, or may not, represent an example of the
application of the word. Whatever the student’s response, reasons are
sought. This method elicits a range of responses, as an example will show.
Take, as an illustration, the card about cycling from a deck of cards dealing
with force. (Figure 2.2)

Typical answers are

“Yes . . . the wheels are still going so that there would be a force from that.” (aged 9)
“It is just putting force on by itself . . . from the force you gave it before.” (aged 11)
“Yes . . . the speed that he [sic] has already got up.”  (aged 19, Teachers College student who

passed U. K. “O” Level in Physics at 16)
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NO BRAKES
NO PEDALLING
SLOWING DOWN

IS THERE A FORCE ON THE BIKE?
FIGURE 2.2 An example of an I.A.1. card.

“There is a force because of the bike’s own mass . . . the mass of the bike has come (to) such a
speed that it won't just stop straight away . . . the force is still in there . . . in the bike . . . the
force was transferred from the person pedalling and it is now still adherent in the bike . . . the

bike still moves forward.”

(aged 20, Teachers College student who passed U. K. “A” Level in Physics at 19)
A deck of such cards, perhaps 15 in number, will reveal the breadth and
manner of use of the chosen word over a range of situations.

DESIGNING A DECK OF 1.A.l. CARDS

The initial design of a deck of I.A.1. cards may be undertaken by following
the algorithm presented below (Watts, 1980a, 1980b, 1980c):

Identify the Scientists’ Science Meaning of the
Word

For force, three component viewpoints can be isolated: “force as pushes
and pulls,” “resultant force equals mass X acceleration,” “forces are interac-
tions of nature.” Combined and extended, these produce the conclusion that
“a force results from interactions between bodies capable of changing the
velocity, size, of shape of the bodies.”

Analyze the Scientists’ Science View

This implies an exploration of the accepted meanings of body, interaction,
and changing velocity. It also involves analyzing the view for its vagueness
and ambiguity after the manner of Quine (1960) and Lachenmeyer (1971).

The vagueness of a view is a function of the extent to which the range of
object predicates, which form its referential meaning, have been specified;
that is, the distance between its connotative meaning and its denotative
meaning. For force, the level of vagueness is low: its meaning rests partly on
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that of interaction which can be specified in one of four distinctive modes:
strong, weak, electro-magnetic, and gravitational. The ambiguity of a view
depends upon the extent to which it has multiple, equally legitimate mean-
ings. In a physics context, the ambiguity of force is low, but for its societal
meaning, the value can be said to be higher. For example, “a person was
forced to agree with another,” and “a person was forced to do what another
person wished.”

The analysis also involves clarifying the distinction between basic quan-
tities and derived quantities, the latter being derived from, and defined by,
the former. However, the base which is chosen is usually a matter of conve-
nience. This analysis recognises the convenience of defining force in terms of
mass and changing velocity.

Identify the Criterial Attributes of the Word

in S,

Criterial attributes are the essential qualities, all of which must be recog-
nized if the word is to be used in a way acceptable to scientists. For force,
these involve specifying

1. its magnitude and direction,

2. the body on which it acts,

3. the body that exerts the force,

4. the nature of the force, for example, the type of interaction occurring,
and

5. the effects of the force, for example, changes of direction, size, shape.

Identify the Non-criterial Attributes of the Word

in S,

These are statements which are sometimes made about situations or cir-
cumstances and which involve the word in some way, for example, for force:

1. the weight of an object can be said to act through its center of gravity,

2. tension is the condition of a body subjected to equal but opposite
forces which may lead to an increase in linear dimensions,

3. forces can be measured in Newtons,

4. surface tensions can be accounted for in terms of inter-molecular
forces.

The number of these statements is usually great (around 30 for foree, at
school level), the range being decided essentially by the researcher after
examining a sample of appropriate curriculum materials.
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Identify Sources of Obvious Linguistic Confusion

These may be grouped into one of three types: antonyms, synonyms,
homonyms. Antonyms for force include weakness, incapacity, enfeeble-
ment, tameness. Synonyms for force include strength, power, impetus, vio-
lence, intensity, effort, military might, body of people, drive, population,
validity. Homonyms for force include fours (quadruples), fauces (a cavity of
the mouth) and faucet (a tap). Any of these might conceivably enter into a
potential student’s answer: cards should be designed with these possibilities
in mind.

Identify Sources of Invalid Use of the Scientist’s
Science Meaning

The first, and probably major, source is that pool which can be called
common usage meanings. These are inevitably numerous; examples for force
include force of habit, force of law, forced labor, forced march.

A second group is that which may be termed misuse of the scientist’s
science meaning. Warren (1979) has identified a collection of misuses of
force:

1. the supposition of force where none exists, to account for effects noted
in a situation;

2. the omission of vector components;

3. an inadequate description of the bodies exerting the forces in the
situations in which the interactions are taking place.

If “examples’ of a word may be defined as instances where it could be
accurately applied in the S_. meaning, then ‘non-examples’ may be defined
as instances where it cannot be so applied. For force, instances which could
be considered non-examples might be those where it is not possible to
specify the following:

1. the forces acting,

2. the nature of the forces,

3. the magnitude of the forces, and
4. the direction of the forces,

that is, where one or more of the criterial attributes is not able to be identi-

fied.

Producing Cards

The parts in this sequence, which have already been outlined above,
might be designated as an exploration of potential sources of alternative
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conceptions. The actual production of cards is a mixture of art and science.
What is required is a mixture of examples and non-examples. Each example
would represent all the criterial attributes and some of the non-criterial
attributes; for a deck of cards, the intention would be to include most or all of
the non-criterial attributes. Each non-example would have one or more of
the criterial attributes absent, yet include some of the non-criterial at-
tributes: in a deck of cards the whole spectrum of combinations of criterial
attributes would be omitted, and all the non-criterial attributes included.

Therefore, the design of individual cards will depend on the insight of the
researcher. The overriding concern must be to have cards which simul-
taneously allow S, S, and S, to be demonstrated. Thus, they must be
interesting to the interviewees. Ideas can be sought from the illustrations in
textbooks, from television programs, and by the simple expedience of asking
students and teachers for challenging situations.

Ordering Cards into a Deck

For interviews, particularly with students who are shown to have adopted
the S, view, it has been found that the optimum deck contains fewer than 20
cards; with younger and less knowledgeable interviewees, the activity is
appropriately truncated in light of the following sequence:

1. Cards 1-8: examples.

2. Cards 9-12: non-examples. At this point the interviewee is asked for
an explanation or definition of the word in his or her own words.

3. Cards 13 and onwards include more difficult instances, likely to be
novel to the interviewee but looking rather like textbook physics and
including borderline examples.

However, the final identification of cards and their ordering into a sequence
is an interactive process forming part of the investigation design.

THE PROCESS OF ELICITATION

After designing the deck of cards, a series of pilot interviews is conducted
with about 5-10 students covering the particular age range to be investigat-
ed. The purpose of these interviews is to remove simply anomalies in design,
wording, and sequencing of the cards. Then a larger trial of about 15-20
interviews is conducted in which fully detailed transcriptions are made. An
inspection of these will show whether individual cards, and the sequence
adopted, best facilitates the presentation of the student’s own interpretation.
This leads to a final review of the deck, after which the investigation proper

is conducted.
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The choice of a sample of students with whom to conduct interviews is an
initial challenge. The I.A.1. approach may be seen to be a kind of case study.
The problem is, what is the case? If the case is an individual student, who
will perhaps be interviewed about a number of words, then any articulate
individual is satisfactory. If the case is the whole of a naturally occurring
group (e.g., a class of students) then no problem is encountered, for all are
interviewed. However, if a selection is to be made from a class, then its basis
needs careful consideration. As Pines (1980) has pointed out, interview tech-
niques work best with articulate students and these may not be cognitively
representative. If the teacher is asked to select a number of “about average”
students to be interviewed, then the articulation factor is compounded by
the natural desire to please the researcher by providing a satisfactory stu-
dent: this often means a good one. The use of auxiliary tests to select stu-
dents (e.g., Piagetian tests, verbal reasoning tests, and so forth) seems equal-
ly problematic because the relation between scores on these and children’s
science is unclear.

Interviews are best conducted in complete privacy, for only then are
participants relaxed (and then only if they feel unthreatened). The amount of
extraneous noise on a tape-recording will also be reduced to a minimum.
The participants sit side-by-side while the interviewer sets the scene for the
interview. We have found it useful to say something like: “You will know
from your own experience how teachers sometimes use words in classes
which do not agree with your understanding of those words. I want to find
out how you use a particular word. . . . There are no right answers or wrong
answers . . . so that we can get teachers to see your point of view.” The
interviewer then asks permission to record the discussion, “because I can’t
concentrate on what you are saying and take notes”; this is almost always
acceptable.

The interview takes the form of a discussion. From an initial fairly open-
ended question based on the first card, such as “is there a force here?” the
interviewer attempts to identify, as accurately as possible, the student’s
perceptions. The response of the interviewer is non-evaluative, with supple-
mental questions being asked until the interviewer has fully grasped the
student’s ideas. Many of the skills needed, such as the reflective quotation,
are standard in the area of counselling. As progress is made through the deck
of cards, reference back to earlier cards is made either at the student’s
behest, to change an earlier response, or by the interviewer, if there is a
glaring discrepancy between the answers given to two cards. At the end of
the sequence, or whenever the interviewer has decided that further pro-
gress is unlikely, the student is offered an opportunity to revisit any of the
cards. By this time the student is usually still relaxed but a little tired. The
interviewer’s final questions (although they can also be asked at the begin-
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ning) concern the student’s prior academic achievements, age, class, pre-
vious experience of science teaching, and interest in physics. At no point is
the student given any evaluation of success or failure.

THE TRANSCRIPTION OF INTERVIEWS

The transcriber faces a number of challenges in this vital task. First, the
discussion is discontinuous, being punctuated by gestures, and faltering and
irregular pausing; it shows various qualities of voice, and is delivered with a
variety of facial expressions and in many body postures. Second, the se-
quence of conversation is difficult to follow, being full of inconsequence,
confusion, pauses, and contradictions. And third, the tape recorder, whilst
ignored for the majority of an interview, can occasionally become the focus of
the student’s attention. In short, it is inevitable that a transcript becomes a
translation prepared by the transcriber.

Whilst the interviewer will have made notes on some of these features,
which should be immediately related to a transcription prepared very short-
ly after an interview, the transcriber will need to use some precise conven-
tions. Of these, the two most important concern the style and notation of the
transcript. In style, we have found it convenient not to punctuate the tran-
script nor to divide the speech into sentences, and to omit fullstops, com-
mas, and the like. The question mark is also omitted, for the verbal inflective
associated with questioning is sometimes used to make statements, the truth
of which is uncertain to the speaker. Pauses are typed and marked: noises
(e.g., laughter) are included. The transcription is prepared with wide mar-
gins (for subsequent annotation) and marked with revolution-counter num-
bers from the tape recorder.

The transcription is best done in two distinct phases. First, the words and
noises are presented verbatim. Then the tape is replayed, entering intona-
tions, pauses, and comments. Irrespective of who transcribes the first part, it
must be checked by the interviewer, who must undertake the second part.

The notation that we use is as follows:

1. Square brackets [] enclose information and comments added on the
right hand side of the page.

2. Parentheses () enclose interpretations, where unavoidable, after the
utterance to which they apply.

3. Transcriber’s doubt (*) is shown by asterisks in parentheses with as
much of the sound included as possible. The number of asterisks

indicate the number of words.

2.

10.
11.

12.

13.
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Example 1

[utterance number]

045 27%1 what did you have in mind
28 N its not . . . no its (sh**)
[speaker] [undecipherable]

[Tape rev-counter number)

Periods indicate pauses. One period is used for a very short pause
thereafter the number of dots reflect the length of pause. ’
The number of seconds are indicated for long pauses by a numeral
preceded and followed by two periods: . . § . .

Example 2

053 32 N itsa. er. .. force of some sort . . 5. . I think.

A number of colons included in a word show a prolonged, or drawn
out, sound.
Example 3

064 46 1 yes if someone tries . . . . well . . fo:ree you to do it.

Stressed syllables—this is done by underlining.
Example 4

066 48 N oh but no that's different . . . . power is not the same thing at all.
A single square bracket [ indicated overlapping utterances or where

a second speaker cuts into another.
Example 5

102 63 1 did vou . . . ., [ I mean

; .
N ves it was easy to keep doing it

Example 6

121 76 N and the force is this [ way and
:7 I I see
8 N not the way it seems here

Rising tone /" marks a rising inflection, not necessarily a question.
Falling tone \\ marks a falling inflection.

Exclamation mark ! is used at the end of an utterance considered to
have exclamatory intention.

Umms and ers are included as appropriate. A whistle or a sigh—the
sort you might let out at the end of a hard day’s digging in the garden
(whew!)—these are included as whhhh. 7

Laughter, a snort, a cough, and so forth are included as (laugh)
(snort), (cough), and so forth. ’
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THE ANALYSIS OF A TRANSCRIPT

The first task of the editor (usually the interviewer) is to impose a structure
on the transcript by identifying and separating the discreet utterances made.
We have identified five categories in these units which are concerned with
different types of talk and function in the interview. These are A, Personal;
B, Task; C, Card; D, Concept; E, Framework. They are elaborated below.

A. Personal

This is all the dialogue that takes place to relate the individuals in the
interview. It includes the greetings, introductions, “What courses are you
doing?,” “What do you want to do when you leave school?” It includes the
institutional, soeial talk that starts and ends the meeting. The function of the
talk is the necessary softening of approaches and opening of communication
channels. The function of the category is as a collection of dialogue that does
not fall into the other boxes. It is useful, too, for providing the overview to
the whole interview. Both the personal and task categories are necessary if
all the data are to be accounted for.

In network terms it can be abbreviated to!

first name
— sex
biographic year group
age
previous science

greetings
A: personal talk introductions compliments

thanks, etc.

comments on room
surrounds weather

situation

B. Task

In this category, the talk coneerns the task: what to do, the confidentiality
of the tape, the nature of the survey, the topic of the cards, an so on. This
occurs throughout the interview. The function of the talk is to establish the
role-play of the task and to cement the “contract” of the interview. The
success of the mission, in particular as it relates to the strategies the students
adopt, will depend on this part of the session. The function of the category is,
again, as a fairly loose framework for small talk.

IN.B. { indicates “and”; [ indicates “or.”
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C. Card

It is easier to describe the function of this category before describing the
type of talk it involves. When a youngster is faced with one of the cards, the
concentration fluctuates between what is happening in the card, to what
happens generally, and then to the wider scheme of things. We wish to be
able to separate local effects and observations from underlying beliefs or
“articles of faith.” This category we call “card, "and it relates together all the
talk that we think is a local effect, that is, an immediate response to details or
aspects of a particular card. These context-specific responses also have an-
other function. They carry all the evidence for the next category (D: the
concepts). They bear all the hallmarks of articles of faith. For example, we
quote Jonathan, 14-15 years old. The card concerns a golfer hitting a ball,
and the ‘card’ category responses have been italicized.

129 115 J there’ll be quite a few forces acting on that ball
116 I yeah what are [ they
116.5 J they're the thrust of the heating drag of the resistance

.. .yes .. ..therell be gravity pushing it down and . . . . when it
hits the ground there will be momentum keeping it going and it will be
leaving far more fric by far more kinetic energy by friction because it’s

going through the air because the air is much much more er . . . . less
dense than the ground its . . . . so what few forces acting on
[ there
tell me about
117 I the thrust one, you haven’t you didn’t mention that one before
[ twhat’s the
118 J thrust is because the push is the actual thing powering it which in

fact could be the club making it go so the power is transferred from club
to ball and then lost in the ground.

The student, Jonathan (]) starts with 115 “there’ll be quite a few forces
acting on that ball.” This is a discrete utterance in that the student seems to
have communicated a particular piece of understanding. It is also card spe-
cific. It means that he has signalled that the card represents his idea of
forces. Secondly, he has singled out the ball, not the golfer. After I 116
“what are they?” he gives “. . . they’re the thrust of the heating drag of the
resistance . . .” That in itself is another meaning unit. It is also card specific,
in that he doesn’t refer to this topic again in the interview.

D. The Concept

This category consists of two kinds of talk. Tt is explicit talk that generalizes
between cards, for example, in defining types of forces, giving examples of
forces in different situations, making statements about a general concept of
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force, and so on. It is also a combination of the implicit hallmarks that
indicate a particular conception, in the above example, an implicit statement
lies behind Jonathan’s utterance 118. According to the Aristotelian view of
forces, the golf ball needs a “driving force” to get it through the air. Jon-
athan’s view is basically Aristotelian-like. When asked about thrust (117) he
moves quickly from thrust to power, via the word powering. His entire
statement is 2 meaning unit that says that the ball needs a driving force to
make it go. This is a part of specific card talk but also heralds the underlying
force/motion conception. It reappears in two more cards and so it is some-
thing general to the cards.

The meaning unit has at least two functions. It labels some aspect of a card
or situation; and it also holds a meaning potential—it might be a harbinger to
a particular alternative conception. This can be best decided if more than
one instance occurs to reinforce a particular view.

E. The Framework

Children may have specific answers to specific cards (card talk) and they
may have starting points for arguments (concept talk). But they also include a
wide range of ideas from outside the cards to substantiate their conceptions.
This is framework talk. For example, Jonathan has an extensive framework in
that he incorporates the terms “less dense air,” “power,” “resistance,”
“thrust,” “drag,” and so forth, with some semblance of meaning into his
explanations. It is this web of ideas—the causes and effects of forces—that
form the wider understanding of the pupil.

This category includes two kinds of talk. First, it includes talk that expands
the conceptual framework of ideas; and second, it includes all the talk that
alludes to projections, speculations, or consequences of the situation de-
picted in the cards.

In this chapter, we can do no more than provide a taste of the complexities
of data analysis. Indeed, one of the major problems in this type of work is to
provide a suitable platform for its detailed discussion. The format outlined
above for classifying the interview discussion is an attempt to do no more
than that.

RESULTS OBTAINED BY THE I.A.I. METHOD

We have identified five distinctive types of understanding of words used
in science which are found across a large number of words. A brief sketch of
each now follows (Figure 2.3) and includes an explanation of the type, a
reduced form of the card concerning the word force by which the explana-

{a) Everyday language: A word in science is made sense of by using an everyday interpretation of it
The man is trying to move the car but the car is not moving. )

Is there a force on the car?
Student’s view: ""Yes, because he is forcing the car.”” {9, 11, 13)
Physicist’s view:

Reaction Zero

Man’s push 4__‘___> Friction (stationary)

Puli of gravity

{b) Self-centred and human-centred viewpoint: Words and situations are considered in terms of human experiences and value:
values,

No brakes
No pedalting
Slowing down

Is there a force on the bike?
Student’s view: ’No, not really, because he is not pedalling or anything.”” (9, 11, 13)

Physicist’s view: Reaction
.
Friction {decelerating)
Pull of gravity

{c) Non-observables don’t exist: A physical quantity is not present in a given situation unless the effects of that
the quantity itself, is observable. quentiey. or

e Golf ball

~
>N .
~~ /’_\\fal_l_mg fre_el\y/‘l?

Is there a force on the golf ball?
Student’s view: "'No, it's dropping freely.” {(7,9,11,13)

Physicist’s view:
Air friction /

{accelerating)

Pul) of gravity

(d) E i 1 i i
ndowing objects with characteristics of humans or animals: Objects are endowed with feeling, will, or purpose

Box \

These statements
are often not metaphorical.

The box is not moving.
Is there a force on the box?

I suppose there is a bit of force because it has got to force itself to stay up.”(7,9)
Reaction

Friction //Y

Pull of gravity

Student’s view:

Physicist's view:
Zero (stationary)

le} Endowi j i
o . .
wing objects with an amount of a physical quantity: An object is endowed with a physical quantity which is giv
ven an

unwarranted physical reality.

Golf balf
-
.-
-
Is there a force on the golf ball?
Student’s view: i gob ball’
nt’s view: ""Yes, because the man would be hitting the ball and there would be a force on the ball which would be

getting less as it goes up.”” {9, 11, 13, 15, 19)
Air

Friction

Pull of gravity (accelerating)

fIG . -
URE 2.3 Five types of understanding of words identified by LA.L’s.
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A person throws
a tennis ball [}
straight up into
the air just a
small way.

The questions are
about the total
force on the ball

If the ball is on the way up, then the force on the ball is shown by which arrow?

! o
I no force
(a) (b} (c)

If the ball is just at the top of its flight, then the force on the ball is shown

by which arrow?

{ o
? no force
{a) {b) (c)

If the ball is on the way down, then the torce on the ball is shown by which arrow?

! 0
I no force
{a} {b) {c)

FIGURE 2.4 Multiple-choice questions used to check repre-
sentativeness of interview data.
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tion was elicited, typical quotes from students (their ages are given), and an
outline of the scientist’s view.

THE REPRESENTATIVENESS OF DATA
OBTAINED

In case study work, particularly that concerned with the representation of
cognition, it is difficult to draw parallels to the notions of reliability and
validity taken from the psychometric tradition of research. Test-retest relia-
bility seems unlikely to be applicable, for the mere process of being inter-
viewed about a word seems, after some reflection, to cause a revision of the
understanding held. Parallel-form reliability seems more operable, in that it
should be possible to design parallel versions of the same I.A.I. card deck.
However, the problem of separating two identical groups of students seems
intractable. Face validity seems assured by the group nature of the prepara-
tion of card decks. Concurrent validity has not yet been explored; however,
work is underway to compare the utility of the [.A.I. technique with the
Kelly Repertory Grid technique (Kelly, 1955). Construct validity has been
investigated for demonstration-type interviews (e.g., Archenhold, 1980)
with respect to Piagetian stages. However, the significance of these results
remains unclear while the mechanisms for the development of both word
understanding and Piagetian stage promotion are uncertain.

In the meantime, it is only possible to check, using survey techniques, to
see if the patterns of student understanding identified by interview means
are replicated over large sample sizes. Watts and Zylbersztajn (1981) used a
combined multiple-choice/explanation format for such an investigation into
forces associated with movement (see Figure 2.4). A summary of some re-
sults obtained using this approach in the United Kingdom and New Zealand

TABLE 2.1 Summary of Some Results Obtained in the United Kingdom and New Zealand

Response pattern Response patterns for student age groups (%)

(see figure 2.4

for meanings of 13-14 14-15 15-16 16-17 17-18

symbols) (N=254) (N=195 (N=174) (N=147) (N =75

bca 46 53 66 53 52
bba 4 1 1 — —
baa 14 11 9 4
aca 9 5 5 14
aaa 5 11 6 2 19
ach 11 10 10 7 7

(other) 11 9 3 _ _
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is given in Table 2.1. In this case, the combined results confirmed the
impressions gained from the analysis of transcript data.

THE FUTURE USE AND DEVELOPMENT OF THE
I.LA.l. APPROACH

Some attempt is being made in present research to study children’s ego-
centric views about the world through their own scientific conceptions, and
in particular to investigate how their views change, and at what points in the
child’s development such changes occur. Additional research is under way
which is aimed at examining

1. the retention of intuitive ideas in children despite formal teaching of
those ideas;

2. the language used by students in discussing scientific concepts, and
the way in which this language reflects their understanding;

3. the extent to which and the ways in which attitudes and orientation
towards science can help in the development of scientific concepts;

4. the effects of different learning styles on the development of concepts;

5. the relationship between concepts, which reflects the alternative
framework (Zylbersztajn 1983) developed by the students;

6. the possible existence and influence of sex differences in concept
development.

However, we are most concerned that these results can be communicated to
teachers. Thus we have developed three forins of a practical workshop
(focusing respectively on force, particulate matter, and living) each of which
runs for about half a day and which can accommodate primary, secondary,
and tertiary teachers simultaneously (Gilbert & Osborne, 1980a). We are
also concerned with investigating the implications of these results for teach-
ing (Gilbert, Osborne, & Fensham, 1982). On the development side, we
need to supplement the present use of the I.A.I. technique as a research tool
by exploring its diagnostic value in the hands of teachers, and its potential as
a self-monitoring device for use by students of different ages and at different
levels of conceptual development.
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DESCRIBING THE COGNITIVE
STRUCTURES OF LEARNERS
FOLLOWING INSTRUCTION IN
CHEMISTRY

Leo H. T. West, Peter ]J. Fensham, and Janice E. Garrard

INTRODUCTION

What does it mean to know a complex subject like undergraduate chemistry?
What is it that students must internalize from, say, a freshman science
course, in order to be considered knowledgeable? Certainly less than the
professor, but less in what way? Such questions are integral to any attempt to
describe the cognitive structure that learners develop as part of a regular
sequence of instruction. We have undertaken a series of studies in various
areas of chemistry with the general aim of eliciting and representing the
cognitive structures, both of individual learners and of groups of learners
(West, Fensham, and Garrard, 1982). The studies all concerned relatively
short sequences of instruction (3—-4 weeks of the normal curriculum) and
covered three topic areas in freshman chemistry (amino acids and peptides,
one-component phase diagrams, and radiochemistry) and one topic in year
11 high school chemistry (mixtures and compounds). In this chapter we draw
on that work, concentrating primarily on answers to questions of the kind
raised above, but also providing some examples of the cognitive structure
representations achieved and a brief outline of the investigative techniques
that evolved.

LEARNING, KNOWLEDGE, AND COGNITIVE
STRUCTURE

Any attempt to describe cognitive structure is influenced by, among other
things, the investigator’s theories, whether explicit or implicit, about learn-
ing and knowledge and the nature of cognitive structure. These theories are
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also influenced by the investigations. It is impossible for us, now, to separate
our pre- and post-investigation theories. What is presented here is a post-
investigation description of our theories, prejudices, speculations, etc.,
about learuing, knowledge, and the nature of cognitive structure that devel-
oped with, and were essential for, the investigations.

LEARNING AND KNOWLEDGE

The nature of knowledge has interested philosophers for over 400 years
and it is certainly not easy to separate the epistemological from psychological
aspects of it. Nonetheless, we have found it useful to distinguish between
public knowledge and private understandings, relating them (approximately)
with knowledge and the result of learning, respectively. Science exists as
public knowledge, in text books and in scientific papers. When individuals
read (or are told) this public knowledge, they interpret and internalize it in
their own way. We have all experienced this. We read a paper, and under-
stand it. Then we read it again a while later and find we understood it much
more. Our “understandings” between these two readings is different. So too
are the “understanding” of other people who read the paper. In reading a
paper (or in learning any public knowledge via any learning mode) we may
miss some bits of the information or we may put the bits together in different
ways from that presented or implied. Further, when we learn any bit of
information, we relate it to our own previous knowledge and experience, so
that the understanding of each of those bits of knowledge, the meanings that
we give to them, are idiosyneratic to some extent. Thus, our private under-
standing is not fixed; it is not the same as that of other people; it is not the
same as the public knowledge.

We should now turn this discussion on its head. Public knowledge is
derived from the private understandings of individuals. Public knowledge
exists because there is a substantial overlap between the private understand-
ings of different individuals. Sutton (1981) explains it this way:

Though a metal does not mean exactly the same thing to you as to me, there are many
common features, upon which we can form an agreed definition—a metal is conduct-
ing, formable, tending to be electropositive, ete. However, such public knowledge
represents only a part (the denotative part) of the meaning that particular persons
carry, and is to some extent an abstraction, not existing in any individual. (p. 3)

Public knowledge is defined and definable. In chemistry, at least, two
important types can be identified: propositions and algorithms. A parrot can
be taught to utter propositions. So can computers, although computers more
commonly perform algorithms. Caleulators, for example, usually add, multi-
ply, calculate square roots, and so forth, although there are some ‘cal-
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culators” on the market that can be asked questions and can give answers
(i.e., they can state propositions).

These things are knowledge but they are not learning (see, for example,
Popper, 1974, pp. 147-148). Learning is giving personal meaning to public
knowledge. Tt is developing one’s own understanding of that public knowl-
edge. Computers do not learn—they can state propositions and they can do
calculations (or other algorithmns), but they do not give meaning to these
acts. (There are some exceptions to this generalization, especially in the field
of artificial intelligence. For example, Quillian’s TLC (Teachable Language
Comprehender) was designed to infer meanings from simple sentences (see
Quillian, 1969).

The computer metaphor can be further exploited. Given below is a seg-
ment of an interview transcript.

Men are all alike

IN WHAT WAY

They're always bugging us about something or other

CAN YOU THINK OF A SPECIFIC EXAMPLE

Well, my boyfriend made me come here

YOUR BOYFRIEND MADE YOU COME HERE

He says T'm depressed much of the time

I AM SORRY TO HEAR YOU ARE DEPRESSED

It’s true. 1 am unhappy

DO YOU THINK COMING HERE WILL HELP YOU NOT TO BE UNHAPPY

I need some help, that much secms certain Weizenbaum (1966)

The above conversation is not between two people. It is between a young
lady and a computer program called ELIZA. ELIZA’s conversation is given
in capitals. The program was developed by Joseph Weizenbaum of Mas-
sachusetts Institute of Technology.

It would be easy to think that this program is listening to the young lady,
analyzing what she is saying and following that up with relevant questions. It
actually is not. It operates on a few simple grammatical rules, avoiding the
need to comprehend any of the interviewee’s answers.

We use the example here to illustrate what happens in communications.
ELIZA has no private understandings at all. It has no concepts. The young
lady, however, does. Yet in the conversation she infers meaning into what
ELIZA says, meaning that was never present in ELIZA’s store of informa-
tion. For example, look at the young lady’s response to “I am sorry to hear
you are depressed.” She replies, “it’s true, I am unhappy.” ELIZA, of
course, has no such meaning for “depression.” Indeed, ELIZA has no mean-
ing at all for “depression.” It simply used one of its grammatical rules to
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produce the sentence. But the young lady does have a private understanding
for being depressed. From her answer we know that she associates it with
being unhappy, and she uses this private understanding to give meaning to
ELIZA’s statement “I'm sorry to hear you are depressed.”

Teaching is much more complex than this, but it contains the same ele-
ments. There is a syllabus that contains the “public knowledge” to be taught
(and in science this is usually propositional or algorithmic knowledge). The
teacher has private understandings of this public knowledge, which he aims
to share with his students. One cannot expect the teacher to share all of this
private understanding, however. Suppose one part of the syllabus is the
definition of a mixture. The teacher has a wide experience of mixtures—if he
is a chemist he has tried to separate them, seen their effect as impurities in
melting points and in IR spectra, studied their effect on phase properties
(phase diagrams), and on crystal structure; and many, many more. All of
these bits of knowledge and experience give meaning to the teachers’ under-
standing of this definition being presented to the students. They are there
“in his head.” He may not even think of them, but they influence his private
understanding of the definiton just the same. He cannot expect to communi-
cate all of those to his pupils. He will probably attempt to give his pupils
some experiences, and he might raise their consciousness of some of their
own experiences and knowledge of mixtures. But even in the teaching of a
single definition, the teacher cannot hope to communicate the richness of his
own private understanding of that definition to the students. Most students’
private understandings (insofar as they are derived from the teacher) will
necessarily be poorer than the teacher’s.

Definitions such as that of a mixture are never learned in isolation. Mix-
tures will be taught as part of a series of lessons that teach other definitions
and skills. These various bits of knowledge are not learned in isolation. They
are related, and the students are expected to relate them together. Again,
the teacher’s private understanding contains more than what is to be taught.
If a teacher were to list all the other things that come to mind related to
mixtures, the list would be much greater than the list of things that are part
of any syllabus topic containing the concept “mixtures.” In the teacher’s
mind, there are a large number of other related knowledge bits. Note that
we have used the terms “other” and “related.” There is a knowledge struc-
ture, if you like, in which the knowledge bits are all interrelated in some way
(the teacher’s cognitive structure). Not only will the teacher communicate
only some of these knowledge bits to the pupils, but the teacher will also
communicate only some of the relationships. What the teacher will try to
share with these pupils is a slice through personal cognitive structure or
private understandings.

Let us summarize what we have said to this point. There is public knowl-
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edge that exists in science textbooks and papers. A syllabus topic specifies
some parts of this that are to be taught. In science, these will include
definitional statements (or implied definitions like “mixture”) which are
propositions, and skill statements (e.g., calculate the pH of a weak acid
solution) which are algorithms. There may be also laboratory skills and some
other ways of specifying the public knowledge. The teacher has a private
understanding of this part of science, which he or she attempts to share with
the pupils. The pupils will develop their own private understanding which
will be poorer than the teacher’s, partly because they will not internalize all
of the bits of information, partly because the inter-relational links will be less
extensive, and partly because there will be fewer other experiences, knowl-
edge, and other skills to add meaning to each new bit of information. Any
individual pupil’s private understanding will, of course, also have some idio-
syncratic features.

THE NATURE OF COGNITIVE STRUCTURE

Cognitive structure is extensive and n-dimensional. Any attempt at de-
scription can only hope to illuminate part of this whole. The n-dimension-
ality inevitably leads to a trade-off between the extent and the detail of the
description. If the major interest is in detail, then extent must be sacri-
ficed—only a small portion of cognitive structure can be described. If extent
is important then detail must be reduced. Our balance of these two lies
somewhere between the associative network descriptions of people like
Lindsay and Norman (1977) and the concept maps of people like Novak
(1980) and Rowell (1978). We have limited our extent to a small segment of a
student’s regular learning, and we have not searched for the detail that the
Lindsay and Norman representations require. To some extent we overcome
some of this trade-off using a notion that we have called “node compression.”
This notion will be described below.

We are also very aware that to focus on one segment of cognitive structure
distorts the description. We are taking a “slice” (and a non-planar one)
through a learner’s n-dimensional cognitive structure. This slice is then
Presented in isolation. This may produce many distortions. For example,
certain knowledge may be stored hierarchically under more general ideas (or
subsumers if we use Ausubel’s language), but this structure may be excluded
in the particular slice that we take.

Cognitive structure has two components—the knowledge bits it contains,
and how that knowledge is organized. Knowledge bits can be quite different
in size and nature. Since we wanted to represent cognitive structure as a
diagram with nodes representing knowledge bits joined to other nodes, we
needed to make some decisions about what should be used as nodes. In
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Lindsay, Norman, and Rumelhart (LNR) representations, the proposition
“A is a B” is represented with two nodes A and B connected by a line
labelled “isa.” Such a system, derived from each proposition, is not practical
in teaching components of 6-8 lectures which will contain hundreds of
propositions. We needed to find some way of reducing the number of nodes
(and as a consequence, increasing the amount of implied knowledge associ-
ated with a node), and at the same time retaining the flexibility to represent
the extent of that implied knowledge when that was desirable. This problem
of bit size was resolved through the node compression notion mentioned
previously. Only a brief description of the term is given here.

When we receive input through our senses, we have to infer a great deal
from that input. Consider the sentence “Bob Hawke is the Prime Minister of
Australia,” and imagine it is spoken to an intelligent machine which had
relatively little information stored in its memory. Such a machine might
need to ask, “Am I to infer that Bob Hawke is a name that is associated with a
person?” or “Is Prime Minister a title which may refer to a position?” If this
sentence was spoken to an American, it is possible that he or she would use
his or her knowledge of the nature of the position of President of the United
States to give meaning to the term Prime Minister. This would indeed help
give meaning to the sentence, but it might also distort the intended meaning
as the two positions are not equivalent. In fact, the listener needs to infer a
great deal and this ability to infer depends upon information stored in the
listener’s storage memory. We can take this point further by considering two

part sentences:

“The window in the bathroom. . . .”
“The stove in the bathroom. . . .”

In order to understand the first of these, the listener does not need to
bring to mind everything he knows about windows and bathrooms. The
listener will have no difficulty making sense of the sentence, and will assume
that he or she and the speaker have the same meaning for “window” and
“bathroom.” However, in the second sentence there is more difficulty with
the inference. What kind of bathroom has a stove? The listener might make
an historical inference—there was a time when bathrooms contained a
wood-fired heater that might be described as a stove. So the listener might
infer that this is what the speaker had in mind. Or he or she might know that
the speaker is a bachelor living in cheap “digs” and so infer that this is a
curious room that serves as both kitchen and bathroom, or he or she may ask
for clarification. What is important is that the listener has only begun to
investigate this deeper knowledge of bathrooms and stoves when such an
investigation was called for—and then only to the extent that it was neces-
sary. Thus, although a whole complex cognitive structure relating to
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bathrooms and stoves and to the speaker may exist in the listener’s head. he
or she has used only the simplest compression of that structure that was
sufficient for the inferential task.

This leads to the “node compression™ notion. The term ‘node’ describes a
knowledge Dbit of indefinite size in memory. When we concentrate on a
SpeCif:i‘C node in order to use it for interpreting an input, for example, we
have “compressed” under it all of the complex cognitive structure that we
have linked with that bit in our memory. That “compressed” knowledge will
only be called upon when it is needed for inference—and only to the extent
that it is needed. Thus, we can have available all of the richness that we have
stored as part of our knowledge of “bathrooms,” but we do not need to
consciously “bring to mind” any of that richness that is not needed.

It is important to recognize that the compressed node, no matter what or
how much it has compressed under it, is the label that is used in communica-
tion—and that the listener infers meaning about the communication from
his cognitive structure compressed under the node and not that of the speak-
er. Though our labels, or compressed nodes, are shared, our meanings for
them are idiosyncratic.

This whole notion of node compression is derived from the “frame” idea of
Winograd (1975), among others. It is really saying nothing more than that
although we may have an elaborate sub-network associated with specific
nodes in our cognitive structure, we are able to compress that network into a
single node when this is convenient. However, this idea is very powerful in
dealing with the question of node size, and in resolving some difficult aspects
of representation. ‘
. With regard to the nature of the knowledge bits, most of the representa-
tions to date have used semantic networks that are primarily propositional.
This is despite the quite considerable evidence that images are part of mem-
ory (e.g., Paivio, 1971), and the practice of teachers in teaching algorithms as
Processes to be remembered. Gagné and White (1978) proposed four types
of memory structures (as they called them), namely, propositions, images
episodes, and intellectual skills. Lindsay and Norman (1977) have also incor:
Porated events (episodes) into their semantic networks.

We have used three types of knowledge bits (based on Gagné and White)
as nodes—propositions, algorithms (or skills)! and, in one study, images. We
have also used examples, a special type of proposition, as separate nodes.

Before proceeding to describe some of the outcomes of the research, there

1
:}V}f use the term ulg.()rithm when we refer to public knowledge and skill (or intellectual skill)
en we refer to private understanding. This is not Jjust a matter of semantics. Books cannot
have' skills. They can only outline the steps of an algorithm that can be used to perform a
ll:artlcular t'usk. A person who can perform that task, possesses that skill, whether he follows the
ook algorithm or not.
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is one other distinction that we have made. In science courses, there is
frequent discussion of “concepts,” such as “amino acid,” “radioactivity,” and
“phase.” Words which we might describe as concept labels occur in the
propositions that make up the public knowledge of a subject. The meaning of
the concept for any person, however, is part of his or her private understand-
ing. Thus, a person has a particular understanding of the meaning of a
concept label like “amino acid,” which will usually include the public knowl-
edge definition (although at times students learn a different definition), but
this understanding is more than that proposition. The student’s understand-
ing includes all the other knowledge that he relates to that proposition in
order to infer meaning. For an extreme example of the dependence of
meaning on the private understanding of a sentence we quote the following
story of a child after the first day at school who complained to his mother,

“They never gave me a present.”

“Present what present?”

“They said they'd give me a present.”

“Well now, I'm sure they didn't.”

“They did! They said ‘You're Laruie Lee, aren’t you? Well you just sit
there for the present.” I sat there all day but I never got it. I ain’t going
back there again!” (Donaldson, reported in Gilbert and Osborne, 1980).

Here, Laurie has internalized the sentence “you . . . sit there for the
present,” but has given a very different meaning to it than that intended by
the speaker.

As humans, we develop cognitive structures all the time. Each time we
observe something we have the potential to add that to some part or parts of
our cognitive structure. In doing so we enhance the meaning of the observa-
tion and of other things we have already stored in cognitive structure. How-
ever, in our research, we were interested in intended learning. We wanted
to investigate the cognitive structures developed as a result of the teaching of
specific public knowledge. We assume that the intention of teaching is to
develop certain new knowledge bits in the learners’ cognitive structures,
that are inter-related in certain ways. That is, we assume that there is an
intended knowledge structure that is to be developed as part of each learn-
er’s cognitive structure. In practice, different learners will internalize this
intended knowledge structure with different degrees of completeness, dif-
ferent degrees of accord with the intended meanings, and with different
nature and degree of relationship with other aspects of their cognitive
structure.

We are hinting here at the obvious. Cognitive structure is highly idiosyn-
cratic. It is indeed possible to explore an individual’s cognitive structure
using very unstructured approaches, but the results of such a description
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will be very individual. Since one of our aims was to explore the possibility of
summarizing individuals’ cognitive structures on some general dimensions,
it was necessary to reduce the degree of idiosyncracy. Intended learning is
an obvious way of doing this. For most teaching sequences, there is a clearly
definable set of new public knowledge that all learners are intended to learn
(where we interpret that to mean “incorporate into their cognitive struc-
tures”). This intended cognitive structure part was used as the focus in our
investigations. It provided a framework for the description. This does not
deny the possibility of investigating other knowledge—and indeed this also
formed an important part of the investigations (although this aspect is not
explored in this chapter).

We return to an idea that we mentioned earlier. What we are investigat-
ing is a slice (and a non-planar one) through the learner’s cognitive structure.
The intended cognitive structure is really a slice through some expert’s
cognitive structure that has been translated into a part of a course. The
curriculum of this part-course is limited when compared to the expert’s
cognitive structure. There is much in the expert’s cognitive structure that is
related to the elements of learning in the course that is not taught, nor even
articulated (compressed under the nodes to use our term). There is much
other knowledge to which the elements of learning relate, that are also not
part of the course. Some of these will be part of other courses; some will be
part of the expert’s experience and general knowledge; and some will be
things he or she has discovered.

The learner in this course is not going to be presented with all of this
richness. He is going to be presented with the “slice.” The underpinning of
his nodes will be poorer than that of the expert. His general knowledge
probably will be also restricted. It may be that a student merely internalizes
the slice (or part of it) and makes no attempt to relate it to other aspects of
cognitive structure. It is more likely that some degree of linkage occurs.

At this point, our two perspectives have converged. In investigating the
cognitive structure of students that has resulted from a segment of teaching,
the starting point is the public knowledge. We can define that from such
things as the syllabus, the lectures, the examination papers, and hand-outs
to students. This will yield the knowledge bits, but rarely the intended
structure. (On some rare occasions, one finds “concepts maps” as part of the
syllabus, but usually the syllabus and other sources only yield a list of knowl-
edge bits with some imposed groupings of those bits). The public knowledge
de,rived from these sources provides the framework to investigate the learn-
ers private understandings. We can investigate, for example, if the learner
has internalized each of the set of propositions and algorithms (and in what
form), how the learner has related them together, and what has been com-
pressed under each of these new “nodes” by the learner (if anything).
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Let us repeat an earlier claim. The meaning of a concept for any person is
part of his or her private understanding. Yet different people use the same
concept labels. Hence, public knowledge propositions that contain concept
labels may seem to be precise (consider, for example, the scientific defini-
tions that are used so often in scientific courses), while the meaning that an
individual infers from that proposition depends upon the individual’s private
understandings of the concepts. We were referring, then, to public knowl-
edge as the public knowledge in a discipline. The same relationship exists,
however, between an individual’s concepts (the private understanding) and
the person’s discourse—which are the propositions that he or she has made
public. The listener knows exactly what these propositions are - and he
knows what he or she (the listener) understands by the words in the proposi-
tion, but he or she cannot be certain about what the speaker understands by
the proposition. This distinction is more important when two individuals are
involved, as is the case when a researcher is trying to describe a learner’s
cognitive structure. The learner has certain private understandings. A re-
sponse to a question by the learner produces a proposition. The proposition
is not the totality of his or her private understanding. The listener has
private understandings for the words in the proposition. This private under-
standing is richer than the proposition that has been made public, and it is
different from the private understanding of the individual who made the
proposition public.

For this reason, we consider it inappropriate to use a concept label as a
node in a representation of cognitive structure. A concept label like “force”
is imprecise in that it does not tell us what the student understands by that
concept label. If we use a proposition generated by the student as the node
then at least the node is precise. We can then explore, if we wish, the
learner’s deeper private understanding of the proposition.

Thus, our nodes are usually in propositional form. When we do use a
concept label as a short hand notation, we intend it to represent a specific
proposition produced by the student. This does not imply that we conclude
that knowledge is stored in propositional form, only that in our representa-
tion of cognitive structure we have chosen to use learner-generated proposi-
tions where others have tended to use concept labels. It also does not imply
that we consider that knowledge is only propositional, for we have included
algorithms and, sometimes, images as part of our representation.

IMPLICATIONS FOR ELICITING AND REPRESENTING
COGNITIVE STRUCTURES

We can now set out the implications of our theoretical framework for
describing the cognitive structures of the students in a segment of a course.
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The starting point is the course itself. We have extracted different types of
“public knowledge” from the syllabus, lectures, examinations, and hand-
outs to students.

These are

1. Propositional statements:;

2. Algorithms (in Science, these are often called “problems”);

3. Examples (a special type of proposition that we have found it useful to
isolate, e.g., glycine is an example of an amino acid);

4. Images (visual representations presented as part of the course).

For any lecture or any other form of discourse, there are many proposi-
tions. The node compression notion enabled us to concentrate only on a
small number of propositions at any time—depending on the specificity we
wanted to achieve. Thus, if we wanted to describe a three lecture series, we
would aim to extract the 10-20 main propositions. Listed under each of
these propositions we could place a series of other propositions of lesser
importance. Whether we used the latter as a starting point to investigate a
student’s cognitive structure depended on the degree of detail we wanted to
achieve. The same was not generally true of algorithms and examples—
there were generally only a small number of these in any extended discourse
(for example, a three lecture series).

We decided to use these propositions as the primary tools in our explora-
tion of cognitive structure as the stimuli for eliciting the components of the
learner’s cognitive structure and as the nodes in our representation of that
structure. In the latter case, we decided to use a propositional skeleton as
the underlying representational structure with algorithins and examples
linked to it at appropriate points. Each propositional node was used as a
stimulus to explore the depth of a learner’s private understandings.

COGNITIVE STRUCTURE REPRESENTATION

' Before presenting a real example in all its complexity, we present, in
idealized form, the manner we used to represent an individual’s cognitive
structure based on the propositional skeleton. This description leaves aside
for the moment the questions of how this information was elicited.
.Suppose that the propositional skeleton obtained is that represented in
Figure 3.1(a), where the boxes represent learned propositions and the let-
ters represent the perceived relationships between them. Algorithms and
examples that the learner has stored are added to this skeleton where link-
ages to specific propositions have been made. This is represented in Figure

3.1(b).
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(a)

(b}

FIGURE 3.1 (a) Style of propositional skel-
eton used for representation. Boxes represent
stated propositions, letters represent stated
relationships. (b) System used to add skills
and examples to propositional skeleton.

Each of the propositions may be known as a single piece of verbal knowl-
edge or it may be understood in considerable depth. An additional represen-
tation was to list the propositions generated when each of the “boxed”
propositions was explored in depth.

The result of the whole process is a series of representations, each provid-
ing different aspects of specificity and/or emphasising different aspects of the
cognitive structure. In most cases these were:

* A propositional skeleton in which the nodes are the propositions gener-
ated by the student in response to the free definition questions and the
connecting lines are labelled with relational terms. (An example is given
in Figure 3.2).

* A propositional skeleton containing the information above, with learned
algorithms and examples added. In this form the student generated
propositions are abbreviated to concept labels. (An example is given in
Figure 3.3).

* A segment of the propositional skeleton containing the student-gener-
ated propositional nodes and a set of propositions produced by the
student when questioned in depth about the propositional node. (An
example is given in Figure 3.4).

These representations formed the data base for further reduction, es-

pecially for the production of group summaries. Representations of the kind
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FIGURE 3.2 Propositional skeleton with full student-generated propositions shown.

used in Figures 3.2 and 3.3 and 3.4 can be combined into a single diagram.
We have found that this single diagram contains so much information that
most people find it very difficult to understand. The set of three diagrams is

more useful.
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FIGURE 3.3  Some propositional skeleton with skills and examples added (in circles)
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FIGURE 3.4 One segment of the same propositional skeleton showing depth of knowledge

compressed under the nodes.

ELICITING THE DATA

We intend only to give a very brief description of the data-gathering
techniques. The propositional statements are obtained using free definition-
type questions (e.g., what is an amino acid?), and the skills as typical science
problems. The relational link between skills/examples/images and the prop-
Ositions are obtained using a simple matching task, in which the student was
asked to state which (if any) of the skills questions was closely related to each
of the free definition questions. The methods of obtaining the propositional
skeleton and the depth of knowledge for each propositional node are summa-
rized below. It should be noted that the whole procedure requires about one
hour of group testing and one hour of individual interviews.
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OBTAINING THE PROPOSITIONAL SKELETON

The structure of the propositional skeleton is based on inter-relationships
that the student perceives between propositions. After attempting a variety
of techniques ranging from a card sort procedure (similar to CONSAT used
by Champagne, Klopfer, DeSena, & Squires, 1981) through procedures
based on multidimensional scaling, we settled on a simple but effective
technique. The students were asked to rate all pair relationships on a 0 to 3
scale (which we later collapsed to a 0, 1 scale, representing no significant and
significant relationship respectively). This matrix was then tranformed to an
hierarchical representation using a simple algorithm. The main components
of this algorithm are first to count the number of pair-wise links for each
proposition, then to place them on a diagram arranging those with the
greatest number of links at the top of the page, those with the next at a level
below the top, and so on. Connecting lines are then drawn between the
propositional nodes to produce the skeleton. It is usually possible to move
nodes horizontally and so minimize crossovers by the connecting lines.

In a follow-up interview, the student is presented with the diagram and
asked to describe the nature of the relational links represented by lines on
the diagram. The words the student chose to describe the relationships
between the proposition are then written along the lines. Figure 3.2 shows a
typical example.

DepTH OF KNOWLEDGE FOR EACH PROPOSITIONAL NODE

As part of a follow-up interview, the student’s free-definition answer sheet
was returned to him or her. The student’s answers (which bear a one-to-one
correspondence to the propositional nodes) were used as the stimulus for
further questioning. The format was “can you tell me more about x?” or
“You answered Y, can you tell me more?”

Each response was followed up to explore the student’s meaning of sub-
stantive words. New concepts arising from the students’ explanations were
explored, while generally staying within the curriculum.

During the interview, the researchers had the set of cards with each main
proposition written at the top and all of the associated propositions which
were used in the lectures listed underneath. Ifthe student “dried up” without
mentioning all of the associated propositions, he or she was asked about it
directly with a question like “Can you tell me something about . . . ?”

The transcripts of these interviews were tranformed into independent
student discourse. Figure 3.4 shows a typical result.
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SUMMARIZING THE COGNITIVE STRUCTURE
REPRESENTATIONS FOR GROUPS OF
LEARNERS

In some senses, a group summary of cognitive structures is a contradiction
in terms. If cognitive structure is idiosyncratic, then what sense can be made
of a group summary? In our attempts to represent cognitive structure, we
have used the intended public knowledge as a focus, and so have concen-
trated on those parts of cognitive structure that should be shared among the
learners who are part of the course. In this case, there seems to be value in
attempting to find some group indexes. These will be useful to teachers who
want to obtain feedback about the in-depth learning of their classes. They
will also be useful to researchers wanting, for various reasons, to obtain
measures of cognitive structure as outcome measures.

With these needs in mind, we have explored ways of converting the
cognitive structure descriptions into quantitative indexes. The descriptions,
once developed, inform about various aspects of cognitive structure, al-
though, of course, not all possible aspects. Attempts were made to transfer
these into numerical indexes. The indexes are necessarily crude, but they
still appear to be valuable.

DIMENSIONS ON WHICH INFORMATION 1S AVAILABLE

White (1980) has provided a valuable contribution in attempting to define
various dimensions of cognitive structure and then to seek ways of obtaining
measures of those dimensions. We have not set out to use his dimensions,
but we acknowledge our debt to his influence. Indeed, we have approached
the question from the other direction. We have attempted to describe cog-
nitive structure first and then inspected the description for dimensions that
might be extracted.

Apart from two nearly conventional measures (propositional knowledge
and skill knowledge), we have extracted five quantitative indexes of dimen-
sions of cognitive structure: integration of propositional knowledge, differ-
entiation of propositional knowledge, differentiation of skills/examples
knowledge, articulated propositional relatedness, and depth of propositional
knowledge.

Integration and differentiation are two important aspects of cognitive
Structure. Integration describes the degree to which ideas are inter-related.
Since our description is based on a propositional skeleton, integration of
Propositional knowledge is a dimension of interest. One index would be a
simple count of the number of propositional links as a proportion of the total
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number of possible links. In this case, neither of the extreme scores, 0 or 1,
would be educationally desirable scores, although this is the nature of inte-
gration rather than of the scales. For example, if a person had every one of a
set of propositions inter-related in all possible pair-wise combinations, then
the individual would have very poor differentiation (but excellent integra-
tion).

However, it would be preferable if the produced index number conveyed
some meaning of itself. That requires specifying a certain number of desir-
able links. One source of this would be the public knowledge. We could put
the public knowledge propositions together as an “ideal” propositional skel-
eton. This skeleton could then be used to provide an ideal number of links
which could be used as the denominator in a ratio index. We decided to use
such a measure. Integration of propositional knowledge is a ratio of the
number of propositional links in the student’s skeleton to the number of
propositional links in the ideal skeleton. The ideal skeleton was constructed
by the researchers after attending all lectures, inspecting all hand out mate-
rials, and so forth. It was checked for validity by the lecturers.

Differentiation implies that more specific ideas are subsumed under more
general ideas. Since we have used a propositional skeleton and have added
skills and examples to this skeleton, we distinguish between differentiation
of propositional knowledge and differentiation of skills/examples. For propo-
sitional differentiation, we are assuming an hierarchical organization, that is,
we are assuming that specific propositions are subsumed under more gencral
propositions that themselves are subsumed under more general proposi-
tions. To give an index to propositional differentiation, we need to classifica-
tion of the generality of the propositions. We use the idcal skeleton to
provide that order. We then extract the order of generality from the stu-
dent’s propositional skeleton—those propositions at the highest levels (and
therefore linked to more other propositions) are given the highest ranks. The
index is then the correlation between the two ranks for each proposition (and
is therefore equivalent to the Spearman rank order correlation coefficient).

In the case of skills and examples, there is generally a one-to-one corre-
spondence between a particular skill or example and a particular proposi-
tion. A well-differentiated cognitive structure would have each skill and
example related to its particular proposition. A less-differentiated structure
might have the skill or example related to an appropriate but more general
(or more specific) proposition. A poorly differentiated structure might have
skills or examples linked to inappropriate propositions. We have used a ratio
of C + 0.5A — I to the number of skills and examples (i.e., the total number
of correct one-to-one relationships) where C is the number of skills and
examples linked to its particular proposition, A is the number related to an
appropriate proposition, and I the number related to inappropriate proposi-
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tions. The use of 0.5 is entirely arbitrary. Negative scores in the numerator
were given the value of zero.

The integration and differentiation indexes pick up the existence of rela-
tionships. In addition, our maps contain information on the articulated rela-
tionships between propositions. Often students have two propositions relat-
ed, but find it difficult to articulate the nature of that relationship. To
provide an index of this, we have scored their articulated relationships into
another index. We use a simple count of valid relational words, in which we
have subjectively judged the validity of articulated relational words as a ratio
of the number of links produced on the student’s map. Thus, it is the
proportion of perceived links that the student can validly articulate.

The last dimension, depth of propositional knowledge, is a reflection of
variations of the extent of underpinning of the curriculum propositions.
Some students knew the propositions well but nothing else. Others had
deep understanding of their meaning. As an index, we have used the average
number of correct, relevant (as judged from the public knowledge) proposi-
tions (per main proposition) gencrated by the student in the interview.

Some ResuLTs OF THE QUANTIFICATION OF COGNITIVE
STRUCTURE DIMENSIONS

These indexes of cognitive structure have been extracted in two studies to
give some preliminary indications of their form. The first of these studies
used only nine students. In the second, involving 22 students, only the
group testing was used, so there are no Articulated Propositional Related-

TABLE 3.1 Intercorrelations between the Indices

Skill Integ. Diff. Differ.  Articulated
knowledge P.K. P.K. S/E P.R.
Study with a freshman chemistry students (n = 9)
Propositional Knowledge .54 -.32 15 —.09 .61
Skill Knowledge -.09 —.42 .45 .36
Integrated Propositional Knowl- —.65 .07 -.07
edge
Differential Propositional Knowl- —.40 15
edge
Articulated Propositional Knowl- -.17
edge .
Study with eleventh grade high school (n = 22)
gPI.JK. -.31 —.24 —.18
. "K‘ —.16 31
D.S.E. —.11
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ness or Depth of Propositional Knowledge indexes. The inter-correlations
between the indexes for both studies are given in Table 3.1.

None of the above correlation coefficients are statistically significant. Be-
cause of the small numbers, especially in the first data set, the statistical
power is low and there is a good chance that we would make a Type II error
if we concluded that there is no relationship between any of these indexes.
Of course, we would not want to argue that the dimensions should be
orthogonal. It seems reasonable, however, to conclude that there is a degree
of uniqueness between the indexes.

The dimension scores derived here have face validity but the data col-
lected for them are insufficient to properly measure their characteristics. At
the moment, they must be considered as useful indexes that have potential
to be used as dimension scores. It is important to note that only two of the
indexes depend on the interview: depth of propositional knowledge and
articulated propositional relatedness. The rest can be collected using a one
hour group testing, followed by about one hour of analysis per subject. This
makes the indexes very practical as measures to use in an experimental
study.
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INTERVIEW PROTOCOLS AND
DIMENSIONS OF COGNITIVE
STRUCTURE

Richard T. White

THE NEED FOR DATA REDUCTION

At one time tests used in schools were simple, direct assessments of whether
students could recall facts they had been taught or could perform skills in
which they had been drilled. Then, quite sensibly, tests began to tap sec-
ondary aspects of knowledge: that is, whether students could transfer their
knowledge and apply it in solving problems. This shift for a while tended to
make people overlook the function of memory of facts and skills as a mediator
between instruction and complex performance. The cognitive psychology
movement has re-awakened interest in memory, and there is a surge in the
attention that is being given to the sorts of knowledge people have and how
they store it—in a word, to their cognitive structure.

While a useful construct, cognitive structure is also an ill-defined one. Its
definition as the knowledge someone possesses and the manner in which it is
arranged raises a number of pertinent questions: In terms of what units or
elements is the knowledge to be described? What is meant by arrangement
of knowledge? These questions lead to others: What varicties of elements of
knowledge are there? What dimensions are necessary for a full description of
the arrangement? Researchers’ answers to these questions determine how
they set out to measure cognitive structure.

Early work (Deese, 1962; Johnson, 1967; Shavelson, 1972) used word
associations to probe cognitive structure. Different techniques have been
developed since, along with a variety of ways of describing cognitive struc-
tures. The most subtle, fine-grained techniques use interviews in one form
or another. Examples are found in the work of Pines (1977), Osborne and
Gilbert (1979), and Champagne, Klopfer, and Anderson (1980). These inter-
view techniques promise to give us great insights into how people store and
recall knowledge and use it in thinking. They provide so much information,
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however, that there is a danger of drowning in a sea of uninterpretable data.
A single one of Pines’ interviews, for instance, is so rich in information that it
can keep an investigator occupied for weeks, and two of them produce
enough data for a doctoral dissertation. For some purposes an investigator
may not be able to afford such complexity and subtlety. For instance, cog-
nitive structure may be a dependent or a mediating variable in a sizable
experiment, in which a researcher might be interested in comparing the
effects on cognitive structure of levels of an independent variable such as a
curriculum or teaching method, or might wish to study the relation between
cognitive structure and performance on particular tests. For any of these
purposes, the protocols obtained in interviews are unwieldy, and will have
to be reduced to sets of scores.

The derivation of scores from interview protocols must be done without
destroying too much of the sensitivity that the investigator has been at such
pains to secure. This requires that a number of well-chosen dimensions must
be defined, so that a reasonable description of a protocol can be obtained by
converting it to a set of scores, one for each dimension. The number of
dimensions needs careful judgment: too few, and too much sensitivity is lost;
too many, and again there is danger of drowning in data.

ELEMENTS OF COGNITIVE STRUCTURE

The dimensions that one chooses or defines are influenced by the model of
cognitive structure one has in mind. If, for instance, the model represents
cognitive structure as fluid and dynamic, there would be a place for a dimen-
sion of stability or consistency; in a model that integrated affective compo-
nents with cognitive, there might be a dimension of commitment to, or
confidence in, an area of knowledge. The dimensions that I define below,
purely as an example, are based on a restricted model of cognitive structure
developed by Gagné and myself (Gagné & White, 1978). The Gagné and
White model is a static one, in which there are four sorts of element: propo-
sitions, intellectual skills, images, and episodes.

Propositions are representations in memory of facts or beliefs. They are
the unit of many memory models, such as those of Ausubel (1968), Anderson
and Bower (1973), and Kintsch (1972). Their popularity in models of cog-
nitive structure is easily explained: they are the basis for writing and speak-
ing, our most obvious and important methods of communicating with each
other; they are a conveniently-sized unit; their possession is readily tested;
and it is easy to devise instruction to give people blocks of propositions
sensibly collected together. However, networks that consist of propositions
alone can be omitting large sections of relevant knowledge, and for many
purposes a more differentiated set of elements may be useful.
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Gagné’s (1968) distinction between intellectual skills and propositions is
the same as that made by Ryle (1949) between knowing that and knowing
how, or by Greeno (1973) between propositional and algorithmic knowledge.
The essential feature of the distinction is that where propositions are single
facts, intellectual skills are rules which direct behaviour so that people can
perform whole classes of tasks.

Images are mental pictures. In recent years there has been debate con-
cerning the existence of separate storages in the brain for images and propo-
sitions. Paivio (1971) described the operation of imagery in terms of a sepa-
rate store, but Pylyshyn (1973) argued that a single mechanism for storage of
words and pictures is sufficient. Investigators are accumulating evidence
which some interpret as confirming the presence of separate stores (Andre &
Sola, 1976; Bacharach, Carr, & Mehner, 1976; Kosslyn, 1976; Marschark &
Paivio, 1977) and others as denying it (Baggett, 1975). Educators may avoid
the present confusion by regarding the debate as one over the fineness of
memory unit with which we should be concerned and by accepting that the
appropriate level is a matter for individual preference and depends on the
purpose for which units of cognitive structure are required. Pylshyn’s asser-
tion of an undifferentiated store may well be correct at the fine level of basic
neural structures, but in education it could be more profitable to work at a
coarser level which does involve different types. Because the ability to form
mental pictures is universal, and because real pictures have long been seen
as a powerful mode of communication, images should be included among the
elements of knowledge when we are considering instruction and
performance.

Tulving’s (1972) distinction between episodic and semantic memory has
attracted about as much attention as that between images and propositions,
but much less controversy. Episodes, the recollections of event, come back
as pictures and words, which implies that there is no separate store for
semantic and episodic memories. Tulving emphasised that he was not pro-
posing such a separation: “I will refer to both kinds of memory as two stores,
or as two systems, but I do this primarily for the convenience of communica-
tion, rather than as an expression of any profound belief about structural or
functional separation of the two” (1972, p. 384). Episodes should be impor-
tant in education, because knowledge must be based on experience. Even
the most abstruse concepts are given meaning by their relation with real
objects, which in turn are understood through personal contact.

Although a dynamic model of cognitive structure may be a more accurate
representation of memory, no one seems to have developed a useful one yet.
Among static models, the Gagné and White one has an advantage in that its
elements are the right size for education. They are units which can be
acquired in a brief interchange, unlike the larger elements called concepts
which Shavelson (1972) and Novak (1977) use in their representations of
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cognitive structure, and are meaningful wholes in themselves, unlike the
finer modes and relations into which Anderson and Bower (1973) analyze

propositions.

PROPOSED DIMENSIONS OF COGNITIVE
STRUCTURE

To commence the process of debate about dimensions, I propose a set of
nine dimensions based on the Gagné and White model.

One of the most obvious dimensions of cognitive structure is extent. Some
people know a lot, others little. A more subtle property of knowledge is its
precision. An example might clarify the meaning of this dimension. Consider
a word such as “choreography.” People’s knowledge of this term could be at
several levels of precision; some might have never seen it before; others
might recognize it but be unable to do anything with it; some might be able
to think with it to some extent, by knowing that “It has something to do with
ballet”: others might be able to use it correctly; while those with the most
precise knowledge might not only be able to use it but also be able to explain
its meaning to someone else. Precision applies to single words, propositions,
or skills, or to whole bodies of knowledge. Coarse units such as concepts are
relatively blind to variations in precision. Two people who associate “force”
with “energy” may differ greatly in the precision of their knowledge.

Internal consistency and accord with reality or generally accepted truth
are related dimensions. As well as being interested in how much a person
knows and how precisely he or she can formulate it, we could want to know
whether all parts of knowledge are compatible. This may be particularly
important for people at the extremes of extent of knowledge of a topic, the
tyro and the expert. When someone begins to learn a topic, the new knowl-
edge may conflict with old at points, and it could take some time, as part of
the process of learning, for the contradictions to become apparent and to be
resolved. The relevance of this to teaching is profound. For experts, contra-
dictions in their knowledge may appear as signals of fundamental errors in
their models of reality. While at first these contradictions may be no more
than sources of uneasiness, when they become specific they can generate

creative advances in the sum of human knowledge.

Much the same point can be made about accord with reality. Bodies of
knowledge can be large, precise, and internally consistent, yet mistaken.
Discrepancies between knowledge and reality may be again most obvious in
the cases of those who know a little and those who know a lot. Given certain
purposes, it may be useful to describe someone’s cognitive structure in
terms of either or both of these dimensions, of internal and external consis-
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Another dimension is variety of types of element. Some people are known
to possess much “book learning” about a topic, which is another way of
saying they have a large proportion of verbal knowledge and little in the way
of episodes or skills. Or the imbalance could take a different form; in art, for
instance, one’s knowledge might consist of many images and episode;s of
visits to galleries, yet lack any propositions that contain information about
the paintings or any intellectual skills such as being able to recognize paint-
ings of a particular style or school. For some topics imbalance might not
matter or could even be inherent in the subject, but often the desirable form
of cognitive structure will be, as well as of large extent, precision, and
consistency, one of a good mixture of types of element. A geographer, for
instance, probably needs facts about countries, images of land forms, skifls of
translating contour maps, many concepts, and recollections of visits to par-
ticular places.

'As well as the dimension of variety of types of element, there is the
dimension of variety of topics. Often the purpose of measuring cognitive
structure will make this dimension irrelevant, as when one is interested only
1:n knowledge of a delimited topic, but given other purposes it can assume
importance. One might want, for instance, to distinguish between people
who are specialized in knowledge of a small number of fields and generalists
who have some knowledge of many topics. This dimension could be impor-
tant in comparisons of school systems or curricula, though it does not appear
ever to have been assessed.

A dimension which cannot be separated from the specifics of what is
known is the form of organization of cognitive structure, or its shape. If we
think of knowledge as a network of elements, of whatever types, we can
conceive of networks having different shapes and degrees of interlinking.
For instance, someone might know the following four propositions:

1. Columbus was born in Ttaly.

2. Columbus thought he could sail westwards to China.

3. China was an important source of spices.

4. Spices were needed to disguise the flavour of bad meat.

The first' two are linked by the common term, Columbus, propositions 2 and
3 l?y China, and 3 and 4 by spices, so the shape of this knowledge is a chain
(Fig. 4.1a). But if the propositions

A.  Marco Polo had brought spices back from China.
B.  Marco Polo was Italian.

are 'added, the shape becomes more compact and there is greater inter-
linking (Fig. 4.1b).

In' the exampl.e above, the shape was changed by adding propositions. It is
possible also to imagine two people who know the same things but associate
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FIGURE 4.1 Eflect on shape of adding prop-
ositions.

them in different patterns. Where one person associates a certain episode
with a skill, for instance, the other might not. The sudden association of an
episode with a skill or fact is the quite common sensation of perceiving that
some past event is an instance of an abstract principle.

It may be that, to be fully useful, the shape dimension will have to be
refined into several more precise measures. Chains and nets differ in the
number of associations per element, with a chain of n elements having a-total
of n—1 connections and nets having a greater number ranging up to in(n—1).
Thus, shape could be represented for some purposes by an index called
association density, the average number of associations per element.

Another aspect of linking, which is related to the dimension of variety of
topics, is the proportion of elements in the chain or net which are internal, in
the sense of obviously being parts of the subject matter, and the proportion
which are external, or inessential parts which illustrate the topic rather than
form a vital part of it. External links may be important, even though the
topic is a coherent whole without them, because they relate one topic with
another, so making possible ereative leaps, and because they tie abstract
bodies of knowledge to experiences of the everyday world. Mayer and
Greeno (1972) have shown that such links affect understanding. Thus, the
dimension ratio of internal to external associations is likely to be important
when considering understanding.

The final dimension proposed here is availability of knowledge. Two peo-
ple may know the same things, but differ in the ease with which they recall
relevant elements at need. The source of such a difference is an absorbing
realm for research, and if explained may lead to dramatic improvements in
human performance. Hunt (1976) has made considerable progress in this
field. In the meantime, speed of recall can be measured witho)ut knowledge
of why it differs and can reflect a crucial property of someone’s knowledge.

These nine constructs, and the practical measures of them, are not neces-
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sarily independent of each other. In fact, it is most unlikely that they would
be. Availability, for instance, may well be related to extent or precision or
shape, and the description of ratio of internal to external associations pre-
sents it as an aspect of shape. Dimensions need not be orthogonal to be
useful. The intent here is to propose a number of constructs which may be
useful in describing cognitive structure. So, for the present, inter-related-
ness of dimensions is not a matter for concern.

THE USEFULNESS OF DIMENSIONS

This beginning set of dimensions, and any other that succeeds it, should
meet three tests: practicality, robustness, and creativity.

For a set of dimensions to be practical, it must be possible to convert
interview protocols to scores on them. This is not as simple as it sounds: it is
all too easy to propose a dimension which cannot be scored. The set de-
scribed above has been tested for practicality (White & Gunstone, 1980).
Interviews, lasting about an hour, were conducted with 28 science graduates
on two topics: electric current and eucalypts. The protocols were readily
converted to scores on the dimensions of extent, precision, accord with
reality, variety of types, and ratio of internal to external connections. In
these interviews no consideration was given to assessing variety of topics or
availability, though it was not difficult to see that availability could have been
assessed by timing responses. Few instances of inconsistent knowledge were
observed, though if they had appeared, a simple procedure for producing a
score on that dimension was available. The only dimension which was diffi-
cult to score was shape, which needs further consideration before the whole
set can be regarded as completely meeting the test of practicality. This
difficulty with shape is interesting, as shape is one of the terms frequently
used in discussions of cognitive structure. It illustrates the danger of the
wide use of ill-defined constructs.

A further aspect of practicality is whether the scores mean anything. The
procedures used to convert the protocols to scores could work quite well as
algorithms without the scores having any relation to underlying charac-
teristics of the people interviewed. Support for the meaningfulness of the
proposed dimensions and the scoring procedures is provided by the moder-
ate to very high correlations observed by White and Gunstone (1980) be-
tween scores for each dimension on the two topics of electric current and
eucalypts. These were chosen as relatively unrelated topics, yet the inter-
viewees' extent scores correlated 0.84, their ratio of internal to external
connections 0.47, and the other dimensions in between. This suggests that
the dimensions do reflect properties of people’s cognitive structures.
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The second test that a set of dimensions has to meet is that of robustness
against variations in circumstances. The set of dimensions useful in a given
circumstance is only one of four interacting factors. The other three are the
purpose for which the description of cognitive structure is required, the
psychological model used by the investigator and the units of memory which
it prescribes, and the method of investigation. There is no simple determin-
ing path between these four factors. While purpose does determine the
others to an extent, it in turn is affected by what is possible, which is a
function of the methods that are available, and they are determined by
models and dimensions, though changes in these are brought about by new
purposes and methods. It would be remarkable if a set of dimensions was
found which was universally applicable; on the other hand, there is little
value in a set so idiosyncratic that it can be used only in one specialized
circumstance. For ease of communication, we need dimensions which are
useful across a range of variations in the other three factors. It is not yet
known whether the set I have proposed meets this test. It is, after all, based
on the model and units of memory postulated by Gagné and myself (Gagné
& White, 1978).

The third test is whether the set enables people to invent new methods for
probing cognitive structure, methods which may provide purer measures of
single dimensions than do present techniques, which generally provide in-
formation about several dimensions at once. This has not yet been tried with
my set, but it is a potentially fruitful activity which I hope will attract some
attention soon.

I advocate consideration of this issue of dimensions, because there is a
danger that the siren call of methods of investigating cognitive structure will
lead to much pragmatic collection of data, each study fascinating in itself, but
each so singular that there is no correspondence between one researcher’s
work and another’s. Dimensions may enable the separate studies to be
linked into a coherent whole, with great benefit to our understanding of
learning.
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INSTRUCTIONAL CONSEQUENCES
OF STUDENTS” KNOWLEDGE
ABOUT PHYSICAL PHENOMENA

Audrey B. Champagne, Richard F. Gunstone, and
Leopold E. Klopfer

INTRODUCTION

There is general agreement among physics instructors and students that
mechanics is difficult to teach and to learn (Kolody, 1977). Students have
difficulty comprehending classical mechanics, and physics instructors often
express disappointment with the outcome of their efforts to instruct students
in classical mechanics. This instructional problem has been discussed at
length in the literature of physics education where various underlying causal
factors contributing to the problem have been suggested (Gerson & Prim-
rose, 1977; Halley & Eaton, 1975; Hudson & MclIntire, 1977).

In addition to identifying possible reasons for the apparent opacity of
physics, and especially mechanics, science educators have attempted various
resolutions of the difficulty. Variables that may contribute to students’ suc-
cess in learning physics that have been investigated include (1) mathematical
skills, (2) general level of cognitive development, and (3) specific cognitive
processes (e.g., Arons, 1976; Renner, Grant, & Sutherland, 1978). The basic
strategy used by science educators to investigate these variables is to identify
a single student characteristic (level of cognitive development as defined by
Piagetian theory, for example) and demonstrate that the characteristic is
correlated with success in physics. Then, typically, instruction is modified to
take into account student inadequacies with respect to this characteristic,
and studies are conducted to demonstrate that student achievement im-
proves. However, this research strategy has produced limited results, as
Mallinson (1977), Peterson (1979), and other commentators have pointed
out.

A factor contributing to students’ difficulties in learning mechanics, in the
view of some physicists, philosophers of physics, and, more recently, science
COGNITIVE STRUCTURE AND CONCEPTUAL CHANGE 61 Copyright © 1985, by Academic Press, Inc.
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educators and cognitive psychologists, is that students come to introductory
physics courses with firmly embedded theories of how and why objects
move. These naive theories have some characteristics in common with an
Aristotelian view of the world.1 Dijksterhuis (1969) notes that historically a
great effort was necessary to outgrow the Aristotelian view of motion and
that

to this day every student of elementary physics has to struggle with the same errors
and misconceptions which then had to be overcome, and on a reduced scale, in the
teaching of this branch of knowledge in schools, history repeats itself every year. The
reason is obvious: Aristotle merely formulated the most commonplace experiences in
the matter of motion as universal scientific propositions, whereas classical mechanics,
with its principle of inertia and its proportionality of force and acceleration, makes
assertions which not only are never confirmed by everyday experience, but whose
direct experimental verification is fundamentally impossible . . . (p. 30)

These and other writings by physicists, physics educators, and philosophers
of science describe a situation in which certain features of students’ pre-
instructional knowledge of the subject matter domain is in clear conflict with
the canonical view of the subject matter domain which students will be
required to learn. This suggests that the problems students experience when
learning mechanics derive, in part, from the disparity between their experi-
ence-based knowledge about the motion of objects and the facts, principles,
and theories of Newtonian mechanics.

In this chapter, we propose an approach to the instructional problem
posed by mechanics which takes into account information about the motion
of objects that students bring to instruction. We review research that pro-
vides descriptions of the facts, principles, and theories of motion held by
students who have experienced no formal mechanics instruction, along with
research that demonstrates how this knowledge affects students” interpreta-
tions of instruction. Results from research contrasting the physics knowledge
of expert physicists and novices (individuals who have completed one or two
college level physics courses) are used to formulate cognitive objectives for
introductory mechanics instruction. Finally, we propose several instruc-
tional strategies to facilitate the students’ attainment of the objectives. We
hypothesize that these strategies will measurably alter the extent, accuracy,

1Aristotle considered rest to be the natural state of objeets. In the absence of any cause, an
object does not move: conversely, when an object is moving, its motion must have been
caused, usually by a force. Aristotle also argued that the speed of an object is directly propor-
tional to the force acting on it, and inversely proportional to the resistance of the mediwm
through which the object is moving. In Newtonian physics, it is stated that an object will
continue in its existing state (either ar rest or moving with constant speed in a straight line)
unless it is acted on by a net foree. The acceleration of the object is directly proportional to this
net force, and inversely proportional to the mass of the object.
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and structural organization of the students” knowledge, thus bringing it into
a state closer to that of expert physicists.

As we noted, previous approaches focused attention on the generalized
thinking and mathematical skills the student brings to instruction. The ap-
proach we propose emphasizes the significance of the domain-specific de-
clarative knowledge—facts (for example, the acceleration due to gravity at
sea level is 9.8 m/s2), concepts (acceleration), propositions (acceleration is
proportional to net force) and theories (imotion occurs only when a force is
exerted?)—that the student brings to instruction.

Two important features of declarative knowledge are elements and struc-
tural organization. Elements or structural units of declarative knowledge
include concepts, propositions, and schemata. The characteristics of these
constructs are not well-specified. Concepts and the relations among them
are often represented in node-link diagrams (Anderson, 1983). Two concepts
and the relationship between them comprise a proposition. Schemata are
larger structural units and are used when representing declarative knowl-
edge about classes of things or events. A playground slide, a stairway, a
wedge, and a hill are objects. A child sliding down the slide, a girl walking
up the stairway, the wedge splitting a piece of wood, and an elephant sliding
down the hill are physical events. A physicist, when thinking as a physicist,
conceives of the class of things in this example as inclined planes and the
class of physical events as objects moving along inclined planes. This knowl-
edge is represented as schemata—a schema for inclined planes and a schema
for objects moving along inclined planes. Schemata have slots. For a specific
instance, the slots are filled by information unique to that instance. In the
instance of a red metal playground slide, the plane slot is filled by the
information red and metal, and the inclined slot is filled by the information
that the angle between the plane and the horizontal is about 45 degrees.

The constructs of concepts, propositions, and schemata are used in this
paper to describe declarative knowledge about the motion of objects typ-
ically used by uninstructed students and by expert and novice physicists.

THE UNINSTRUCTED STUDENTS’" EXPERIENCE-
DERIVED KNOWLEDGE

Results from empirical studies provide dectailed descriptions of unin-
structed students’ declarative knowledge about the motion of objects. The
findings from this research consistently demonstrate that prior to formal
mechanics instruction most young people (and uninstructed adults) have a

This is an example of an experience-based theory observed in most untutored children and
adults. The theory stands in direct contradiction to formal physical theory.
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conception of motion that is more Aristotelian than Newtonian (Champagne,
Klopfer, & Gunstone, 1982; Champagne, Klopfer, Solomon, & Cahn, 1980;
Driver, 1973; Driver & Easley, 1978; Leboutet-Barrell, 1976; Singer &
Benassi, 1981). Our conclusion that the pre-instructional concepts are Aris-
totelian is based on data collected using several demonstrate, observe, and
explain (DOE) tasks.

The DOE tasks have three parts: (1) some simple physical apparatus and a
manipulation of it are described; (2) the students are asked (a) to predict the
outcome of the demonstration and (b) to report the information they used to
generate the prediction; (3) the demonstration is then done and the students
are asked to describe their observations and to discuss any conflicts between
their predictions and their observations.

Our contention that students’ conceptions influence their understanding
and remembrance of science texts and lectures, their observations, and their
interpretations of their observations is also based on observations made
during and after administration of the DOE tasks. In one DOE task used in
our investigations, students are asked to compare the times for two objects to
fall equal distances. The objects are the same shape and size but differ in
mass. This task has been administered to several groups of academically
talented adolescents (seventh and eighth graders) and to beginning college
physics students.

An example from the students’ protocols illustrates the interactions be-
tween the students’ conception of the speeds of falling objects and their
interpretation of information obtained from text or lecture. A significant
number of the college and middle-school students predict that the heavier
object will fall faster and justify the prediction by stating that Galileo proved
the general principle that heavier objects fall faster. To support their asser-
tion, students deseribe an experiment that they recall having learned that
Galileo performed—dropping a feather and a gold coin. The students note
that Galileo reported that the coin falls faster, thus arguing that Galileo
proved that heavier objects fall faster. We infer this to mean that the stu-
dents have been exposed to some of Galileo’s work, either by reading or
hearing about it. However, if we compare the generally accepted account of

Galileo’s argument with the students’ interpretation, we note significant
differences. Galileo used a thought experiment to support his assertion that
when air resistance is controlled for, the heavier object and the lighter object
will fall at the same rate. Galileo’s complete argument is that if a feather and
a coin are dropped in air, the coin will fall faster; if, however, the objects are
dropped in a vacuum, the effects of the upward push of the air will no longer
be present and both objects will be observed to fall at the same rate. It is our
observation that students who prediet that heavier objects fall faster re-
member the part of Galileo’s experiment that is consistent with their concep-
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tion of falling objects and forget the part of the experiment that is inconsis-
tent with their conception.

There is also evidence that students” observations tend to be consistent
with their predictions. There are protocols in which students’ observations
are clearly in conflict with prediction. In these cases, students often hedge in
their observations. For example, one student predicted that the heavier
object would fall faster and wrote in his observations that indeed the heavier
one had fallen faster but expressed surprise that the speeds were so nearly
the same.

Our observations of middle-school students, immediately after the admin-
istration of the DOE task with the two falling objects and during the eight
weeks of instruction that followed, support the hypothesis that the students’
interpretations of science experiments are influenced by their beliefs about
the relationships between an object’s mass and its speed in free fall. When
the administration of the task was completed, one group of students was told
that they could experiment on their own with the equipment used in the
demonstrations. Several students did so. One student weighed the two
blocks. He had predicted that the metal block would fall faster than the
plastic block, but his observations contradicted his prediction based on the
belief that heavier objects fall faster. To resolve this contradiction, he rea-
soned that, despite the difference in the materials from which the two blocks
were made, they must be the same weight because they fell at the same rate.
He proceeded to test this hypothesis by weighing the two blocks.

Two other students (Tammy and Mary) who also predicted that the heav-
ier object would fall faster, experimented by dropping the blocks from a
greater distance above the floor than the demonstrator had dropped them
from. Tammy climbed onto a table and dropped the blocks while Mary put
her head on the floor to hear when they struck the floor. These students
reasoned that the blocks had, in fact, fallen at different rates, but that the
difference in descent times was too small to be observed over the short
distance (approximately one meter) used in the original demonstration. They
t'ested this hypothesis by designing an experiment which used a more sen-
sitive procedure (i.e., dropping the blocks from a greater height) to illumi-
nate any difference in the blocks™ rates of fall.

The observations in the DOE task with two falling objects of different
mass continued to be questioned by the students throughout the eight weeks
of instruction. Some of the students continued to argue that the); failed to
observe differences in the rates of fall because of the insensitivity of the
e).(perimental procedure. Their experiments were designed to demonstrate
differences in the rate of free fall. This was to be accomplished by increasing
the sensitivity of the experimental procedures by increasing the distance
through which the objects dropped. They also placed their heads on the floor
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and either sighted along the floor or listened for the impact in order to better
distinguish between times of impact. It must be remembered that these
experiments, far from being idle exercises for the students, reflected a real
dilemma that they faced. The students’ Aristotle-like conceptions that the
greater downward force applied to the heavier object implies that its speed
of fall must be greater are incompatible with the observation that the objects
fall at the same rate. One way to resolve this dilemma is to design experi-
ments which will discredit that observation. A discredited observation does
not act as a challenge to the students’ pre-instructional conceptions, which
they are reluctant to change anyway.

These observations are consistent with findings emerging from cognitive
psychology that demonstrates the impact of existing knowledge in memory
on the comprehension of text (Anderson, Reynolds, Schallert, & Goetz,
1977: Bransford & McCarrell, 1974; Lindsay & Norman, 1972). Early studies
in the area of reading comprehension aimed at demonstrating that some-
thing other than the linguistic structure of a sentence is required to explain a
person’s comprehension of that sentence. The “something other” is de-
scribed as the person’s world knowledge and often is characterized as a
“schema,” “plan,” or “script.” Bransford and McCarrell (1974) review stud-
ies which indicate that the process of understanding text involves creation of
“semantic descriptions” that use both the reader’s world knowledge and the
sentence input. Anderson, Reynolds, Schallert, & Goetz, (1977) indicate
that an individual's “private” representation of the world can affect text
comprehension. In general, studies of text comprehension indicate the facili-
tative effect of schemata or world knowledge. However, studies of science
learning, reviewed by Driver and Easley (1978), indicate that world knowl-
edge may be logically antagonistic to science content and may persist after
science instruction.

Research we have conducted (Champagne, Klopfer, & Anderson, 1980) is
consistent with the Driver and Easley results. Our work illustrates that the
belief that heavier objects fall faster than lighter objects is not easily changed
by instruction, thus demonstrating the strong influence that prior knowledge
has on the effectiveness of instruction—in this case, the prior knowledge has
an inhibiting effect on learning. In a study of beginning college physics
students, about four students in five asserted that, all other things being
equal, heavier objects fall faster than lighter ones. These results were partic-
ularly surprising since about 70% of the students in the sample had studied
high school physics, some for two years. A chi-square test showed that
students in the sample who had studied high school physics did not give
significantly different responses from those who had not. In a report of a
similar study of the knowledge of gravity possessed by beginning first-year
physics students at Monash University, all of whom had successfully com-
pleted two years of high school physics, Gunstone and White (1981) con-
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clude: (1) “students know a lot of physics but do not relate it to the everyday
world”; and (2) “In many instances, the students used mathematical equa-
tions to explain predictions, though often inappropriately, which indicates
that they had lots of physics knowledge to hand but were unskilled in seeing
which bit applied to the given situation” (p. 299). In their discussion
Gunstone and White note that, not only has the students’ pre-instructionai
general knowledge of the world been insufficiently integrated with their
school physics knowledge, but the pre-existing declarative knowledge con-
Finues to dominate their explanations of physical phenomena even after
instruction.

Characteristics of the declarative knowledge of beginning physics students
have l)ei’an compiled from the analysis of empirical studies investigating
students’ pre-instructional conceptions of the causes of motion of objects
These characteristics include o

1. Concepts are poorly differentiated. Terms used in classical mechanics
are used in everyday life—terms such as acceleration, momentum, speed
and force. The meanings of these terms as used by physicists ar’e quité
different from the way in which thay are used in everyday life. Thus, we
observe that students misunderstand physics instruction because the;/ in-
terpret their physics lectures and texts in the context of their real-world
definitions of the terms. For example, students use the term speed, velocity
aI.lq acceleration interchangeably; the typical student does not perc)‘eive any
filﬂerence between two propostions such as these: (a) The speed of an object
is proportional to the [net] force on the objeet; (b) The acceleration of an
object is proportional to the [net] force on the object.

2. Prgpositions are imprecise. This imprecision derives from at least
three different sources. (a) Some of the imprecision of propostions is at-
tributable to the meanings students have for technical concepts wich are
different from the canonical meaning. Example: More force means more
speed. (b) Other imprecision can be interpreted as errors of scale (Gunstone
& White, 1981). Example: Gravity pulls harder on objects that are closer to
the earth. (This propostion, in the context of an object falling a distance of
thre(.: meters, is correct only in theory because the different in the force of
gravity (approximately a part in 10!3) is too small to measure. If, however
tbe difference in distance from earth were large (several hundre(i
kiometers), the difference in the force of gravity is significant.) (¢) Other
Propostions are just wrong and may arise because of students” attempts to
Inappropriately formulate general rules of motion from their experiences in
the rea[ world. Example: Heavy objects fall faster than lighter objects.

3. ' Explanatory schemata are situation-specific, suggesting that there is
no naive abstract representation extant in the schemata that makes the sche-
mata applicable to large number of physical situations. In our work with
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middle-school students, we have observed that they fail to notice that a
proposition which they have used to explain motion in one situation is di-
rectly contradicted by a proposition they use to explain motion in another
situation. This suggests that the students are unaware of any need for con-
sistency across situations. For example, students do not recognize that the
same physical laws apply to objects in free fall and to objects sliding down an

inclined plane.

The research reviewed here has enabled us to develop a description of
uninstructed students’ declarative knowledge about the motion of objects.
We now turn to research that provides descriptions of the declarative knowl-
edge of expert physicists and novices. Having these descriptions, we can
then compare the experts” and uninstructed students” knowledge states and
derive specifications of the changes that instruction should promote.

THE PHYsICS KNOWLEDGE OF EXPERT PHYSICISTS AND
NovIcEs

Much of the information about the physics knowledge of expert physicists
and novices has been obtained from the analysis of thinking-aloud protocols
obtained as individuals solve physics problems. The work of Chi, Feltovich,
and Glaser (1981) is an example of this approach.

In summarizing the several experiments in their study, Chi et al. conclude
that the following differences characterize the knowledge that expert and
novice physicists apply in the solution of physics problems:

1. The problem-type schemata of experts are based on physical princi-
ples (for example, energy conservation and Newton’s second law) and
those of novices are based on physical objects (for example, springs
and inclined planes) and constructs (for example, friction and gravity.

9 The contents of the schemata of experts and novices do not differ
significantly in information content; however, the novices’ structures
lack important relations, specifically, relations between the surface
features of the problem and the scientific principles which are the
basis for solutions.

3. Links exist between the experts’ abstract representation of features of
the problems and the physical principles which are the basis for the
solution of the problem. These links do not exist in novices.

4. Experts schemata are arranged hierarchically along the dimension of
abstractness; in contrast, the different levels of the novices” knowl-
edge are not well integrated, thus preventing easy access from one
level of abstraction to another.
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SUMMARY

Significant differences in knowledge exist about motion possessed by the
uninstructed person, the novice, and the expert physicist (Champagne
Gunstone, & Klopfer, 1982). The differences associated with the quantity,
accuracy, abstractness, and structure of the information has important imi
plications for learning and instruction. The differences help explain observed
difficulties students have in learning mechanics and provide useful informa-
tion for the design of instruction.

Empirically derived descriptions of the characteristics of the knowledge of
the motion of objects of uninstructed students, novices, and experts are
summarized in Table 5.1. Although this summary table cannot display all the
nuances associated with the knowledge, it does make evident the contrasts
and similarities in the characteristics of the three groups” knowledge with
respect to principles, surface features, and second-order features, each of
which is briefly explained in the first column. The second colurr;n in the
table describes current conceptions of the characteristics of physics knowl-
edge of the uninstructed students. The fourth column describes charac-
teristics of the experts” declarative knowledge. By comparing the charac-
teristics of the uninstructed students’ and experts’ knowledge, the nature of
the needed changes in the students’ knowledge can be speci’fied.

It should be emphasized that, when the instructional strategies we shall
propose are employed, we do not expect the students” knowledge to pass
through a transition stage showing all the characteristics of the novices’
schemata described in the third column of Table 5.1. Specifically, our pro-
ppsed instructional strategies will encourage the reconciliation anél integra-
tion of the uninstructed students’ existing knowledge developed from real-
?Vor.ld experiences with the knowledge developed as a result of formal phys-
ics instruction. Thus, the creation of the conflicting knowledge observed in
many novices is avoided.

COGNITIVE OBJECTIVES AND STRATEGIES
FOR MECHANICS INSTRUCTION

One way of conceiving of the objectives of instruction is in terms of
?hanges which will transform students’ existing knowledge into an approx-
Lmatlon of the knowledge of experts. By contrasting specific features in the

no?vledge states of experts and uninstructed students (and sometimes of
n9v1ces), we can derive cognitive objectives to be attained by the student
with respect to those features. ’ .
thTaEle 5.2 summarizes es.sential diﬁerences in the declarative knowledge of
e three groups and the instructional objectives for mechanics instruction
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TABLE 5.2 Contrasting Features in Declarative Knowledge and Their Related Instructional

Objectives and Strategies

Contrasting Features in Declarative
Knowledge States of Unstructured
Students {U}, Novices (N). and Experts(E}

Instructional Obijectives
Derived from the Contrasts

Insteuctional Strategies
to Facilitate Atteinment of
Instructional Objectives

CONCEPT MEANING
Meanings attributed to technical terms by
U differ in significant ways from the
meanings of E and N.
Example: U . acceleration means speeding
up. E and N - acceleration means a change
in the magnitude or direction of velocity.

Students know both the everyday meaning
and the canonical definition of mechanics
and can specify differences between the
everyday and canonical meanings

Interactive dialogue using multiple instan-
ces: Provides students with opportunities to
become aware of the meanings they attri-
bute to physical concepts, how these mean-
ings differ from concept to concept.
Examples: {1) doing physics problems or
describing a physical event to a friend,
or (2) doing mechanics problems in which
there i1 no motion.
Dialogue provides students with opportun-
ities to contrast their meanings ol concepts
with those of the physicists.

CONCEPY DIFFERENTIATION

U do not differentiate mechanics concepts,
Example: U - weight and mass are the
same thing: N and E - mass and weight are
perfectly correlated but distinct.

In analyzing a given physical situation,
studenis can explain which ol two poorly
differentiated concepts is the relevant
concept 10 apply.

Interactive dialogue using multiple represen-
tations: Provides students with opportunities
to verbalize their analysis of physical situa-
tions in a way that simply substituting 9 g
for mass {m) or 45 dynes for weight (F) in
an equation does not. We hypothesize that
the verbalization will help differentiate
weight {a force) expressed in dynes from
mass expressed in grams,

Characteristics of
Unstructured Student’s Knowledge

Principles are generalized rules derived from ev-
eryday experiences {world knowledge). They
are imprecise propositions. The imprecision is

due to vagueness about the meaning of con-

cepts, errors of scale, and inappropriate formu-
lations of general rules. The principles {rules)
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Concrete objects and the directly observable

properties of objects are present. A reasonable

inference is that the objects and properties de-
fine the specific physical situation which, in

turn, directs the search in memory for a general

rule that covers it.

There is no evidence that second-order features

are represented in these schemata. Concepts and
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tiated. The meanings of the terms are their real-
world meanings, rather than their technical

meanings in physics.
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PROPOSITIONS IN SCHEMATA
U - presence in schema of incorrect pro-
positions
Example: motion implies force.
N - presence in schema of conflicting pro-
positions which are applied in different
sHoations,
Example: Motion impties force pro-
position applied in the analysis of real.
world situations. Change 1n  motion
implies force proposition applied in the
quantitative solution of physics problems,
€ - propositions present in schema are in-
ternally consistent and widely applicable.
Example: Change of motion implies force
Proposition iy applied in analyzing all
pertinent problems.

Students apply change in motion implies
force proposition in real-world situations.

Students contrast implications of the dif-
ference in the two relationships between
force and mation expressed by the proposi-
tions {1} Motion implies force, and (2}
Change in motion implies force.

Ideational confrontation: Provides oppor-
tunity for students to {1} be explicit about
the propositions they assume in invoking the
presence of forces in physical situation {For
example, U generally invokes forces only in
situations where there is motion.) and (2)
make explicit the relationship between
motion and force in the propositions they
use.

STRUCTURAL FEATURES

C(_:ncenl integration of U and N is sparse,

with fewer links amaong concepts than for E.
Example: N experientially derived
Motion-of-objects schema is not inte-
grated, or reconciled with Newtonian
Mechanics schema.

Integration of representations in U and N is

Poor, while they are well-inlegrated in E.
Example: N - representations ol surface
features of physical situations are poorly
Negrated with abstract representations
of physical situations; these, in lurn, are
Poorly integrated with  propositions
which link canonical objects and physicat
c_onmucu used in abstract representa.
tions; E representations of surface
features of physical situations are inte-
@ated both with ahstract representations
of physical situations and with proposi-
tiong linking the canomical objects and
Constructs ol abstract representations.

Students
problems:

qualitatively analyze mechanics

{1} Produce an abstract representation of a
physical situation.

{2) Recognize that situations with very dif-
ferent surface features can have the same
abstract representation. (For an example,
see Appendix A where the situations of 6
problems have the same abstract repre-
sentation.)

(3)  Recognize that the problems can be

solved by the application of the same

mechanics principle,

Qualitative analysis of problems to change
structural festures of mechanics schems:
Forges links between the physice! situation,
its abstract representation using canonical
objects and mechanics constructs, and the
principles {Newton’s second law, F = ma)
which link properties of the canonical
objects and constructs. Also forges links
between concepts (e.g., between mass and
weight}) lo integrate them better, thereby
contributing to concept differentiation.
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based on those differences. These objectives specify features of the ideal
state which the learner will approximate but do not detail how far the learner
will move along the continuum from beginning student to expert as a result
of a particular course or sequence of instruction. Further refinement of the
objectives for a certain instructional sequence must take into account many
other factors, including the content the instruction will cover, the time
available for instruction, and the age and academic aptitude of the students
for whom the instruction is intended. Also included in Table 5.2 are instruc-
tional strategies proposed to achieve the objectives.

The process of specifying instructional strategies based on differences in
declarative knowledge is more complex than that of objectives specification.
The process requires the analysis of traditional formal physics instruction,
informal educational experiences, and everyday experiences with moving
objects—in short, analysis of the many situations that affect the develop-
ment of knowledge about the motion of objects. Based on available informa-
tion concerning differences in the experiences of the three groups (unin-
structed students, novices, and experts), it is possible to hypothesize how
differences in experiences produce the observed differences in declarative
knowledge. This process is informed by theory and the results of empirical
studies investigating the relationship between experience (usually formal
instruction) and cognitive change.

The following example relates differences in declarative knowledge with
differences in experiences. The three groups of interest differ with respect to
(1) the quantity and extent of formal mechanics instruction, (2) experience in
solving mechanics problems, and (3) the extent of their verbal interactions
about mechanics. The studies by Chi et al. (1981) suggest that the contents of
novices declarative knowledge pertinent to particular types of physics prob-
lems are similar to those of experts with respect to objects, concepts, and
terms; however, experts’ knowledge structures contain many more linkages.
(It is important to this discussion to note that the more extensive information
base, which experts have acquired as a result of their greater exposure to
formal instruction, is not necessary for and indeed does not seem to be called
upon in the successful solution of problems of the type on which the analysis
of expert-novice differences is based.) The observation that novices’ cog-
nitive contents resemble those of experts is an indication that the didactic
method of instruction is effective for imparting discrete bits of information.
However, the detailed analysis of problem-solving behaviors of novices sug-
gests that the structural organization of the information resulting from ex-
posure to didactic instruction is less than satisfactory. This suggests an
important limit on the effectiveness of didactic instruction. We hypothesize
that the multiple links between the contents of experts” knowledge struc-
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tures and their more abstract schemata develop, in part, from extensive
practice in problem solving. Cognitive theory suggests that the development
of highly integrated, abstract declarative knowledge structures may be facili-
tated by verbal interactions with others about mechanics.

A significant difference between the physics experience of experts and
novices is that experts have had greater opportunities for communicating
about physics with other people. This suggests that verbal interaction may
have an effect on building the desired links between the contents of stu-
dents” knowledge structures that parallels the effect of extensive practice in
problem solving. In theoretical support of this notion, Anderson (1977) has
suggested that one type of verbal interaction, namely, Socratic dialogue, is a
possible mechanism for producing schema change. We proposed several
instructional strategies that involve dialogues to bring about the students’
attainment of the kinds of objectives identified in Table 5.2. Although stu-
dent-student and student-teacher dialogues are the common denominator in
these strategies, we distinguish several dialogue strategy varieties on the
basis of differences in instructional procedures, in the stimulus materials
used, and in the instructional objectives which the strategies are designed to
further. Four of these dialogue-based strategies represented by the strat-
egies in the rightmost column of Table 5.2 are interactive dialogues using
multiple instances, interactive dialogues using multiple representations,
ideational confrontation, and qualitative analysis of problems. We shall de-
scribe and illustrate each of these instructional strategies.

INTERACTIVE DIALOGUES USING MULTIPLE INSTANCES

This strategy is conceived to facilitate development of (1) physics problems
schemata and (2) correct physical meanings of physics terms. An illustration
of the procedures of the multiple instances strategy follows. The students
first are presented with a set of five or more mechanics problems which
require qualitative answers. Two sample problems taken from a typical set
are shown in Figure 5.1. These problems are qualitative restatements of
problems from different physics textbooks. The physical situations or surface
features in both the qualitative and quantitative versions of all the problems
in the set are very different, but all the problems can be represented in the
same abstract form (diagram, algebraic symbols, or verbal description using
mechanics concepts) and can be solved using the same mechanics principle.
Each student produces a solution to each of the problems in the set and then
shares with the class the problem analysis, the solution of the problem, and
the definitions of technical terms used in the solution or the analysis. This
Procedure forces students to be explicit about the idiosyncratic meanings



QUALITATIVE VERSION

QUANTITATIVE VERSION

3. Rifle and Bullet Problem

A bullet is fired from a rifle. Describe the motion of the rifle.
How does the velocity of the rifle compsare with the velocity of

the bullet?

A 3-g bullet is fired from a 2.4-kg rifte with a velocity of 360 m/s
north. Find the momentum of the bultet and the recoil velocity

of the rifle, assuming that no other bodies are involved.

{Smith & Cooper, 1979, p. 93}

5. Carts and Spring Problem

Two heavy frictionless carts are at rest. They are held together by
a toop of string. A light spring is compressed between them. The
string is burned and the spring expands. Describe the motion of

Two heavy frictionless carts are at rest. They are held together by
a loop of string. A light spring is compressed between them (see

drawing). When the string is burned, the spring expands from 2.0
cm to 3.0 cm, and the carts move apart. Both hit the bumpers

fixed 1o the table at the same instant,

How does the velocity of cart A compare with the

the carts.

velocity of cart B?

it

r———0487m————-—j f—— 0 .45 m

but cart A moved 0.45 meter while

cart B moved 0.87 meter. What is the

ratio of:

{a) The speed of A to that of B

after the interaction?

(b} their masses?

1976, p. 321)

(Haber-Schaim et al.,

PHYSICIST'S ANALYSIS

Forces of equal magnitude and opposite in direction are
exerted on two unequal masses at rest. How do the veloc-

ities of the masses compare? How do the displacements of

the masses compare?

Physics problems with different surface features and the same deep structure.

FIGURE 5.1
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attributed to technical terms and the principles and propositions that they
apply in the analysis of the problem. Each student can contrast his or her
analysis of a problem with the analyses presented by other students.

When all of the problems in the set have been considered by the class, the
teacher presents the physicists’ analysis of the problem by means of diagrams
and verbal explanations using the technical vocabulary of mechanics. The
expert analysis, based on the common deep structure of all of the problems
in the set, is shown in Figure 5.1. The teacher demonstrates that the abstract
representation is the same for each of the problems and that the same
principle produces a solution to all the problems in the set. Then students
analyze their solutions so the problems in light of the physicists” solution and
specify how their interpretations differ from that of the physicists.

Our illustrative outline of the procedures used in the multiple instances
stragegy concerns interactive dialogues about just one set of problems. To be
effective in producing the desired change, of course, the strategy must be
repeated with other sets of problems with the same deep structure.

INTERACTIVE DIALOGUES USING MULTIPLE
REPRESENTATIONS

The optimal application of this instructional strategy is in situations where
the students need to develop understanding of a concept as it applies in a
given class of situations. This instructional strategy requires that students
work with various representations of the concept, including diagrams, three
dimensional manipulative objects, physical models, conventionalized sym-
bols, data tables, and graphs in a way that makes explicit the correspon-
dences among the various representations. We illustrate the strategy by
outlining a portion of an instructional sequence. The example involves a 1.0
kg block placed on an inclined plane at various angles (0°-90°) and being
held in dynamic equilibrium by a force parallel to the incline (see Figure
5.2). In this situation, three forces are acting on the block—the gravitational
force (F,), the force parallel to the incline (F;), and the normal reaction force
(F,). One aspect of the importance of this situation in elementary dynamics
is that an understanding of the conditions necessary for dynamic equilibrium
enables knowledge of the F, and F; to be used to establish the magnitudes of
the components of F, parallel and perpendicular to the incline. The multiple
Tepresentation strategy in which a single physical situation is represented at
different levels of abstraction helps force important mental links between the
Physically relevant information in a physical situation and the latent informa-
tion in the scientist’s abstract representations of the situation.
As shown in Figure 5.2, the physical apparatus to be used in this example
Consists of a board (the inclined plane), a block (the 1.0 kg object), and two



76 AUDREY B. CHAMPAGNE, RICHARD F. GUNSTONE, AND LEOPOLD E. KLOPFER

PHYSICAL
SITUATION
SYMBOLIC REPRESENTATIONS
1. Data Table 5. Algebraic-Trigonometric Equatiqns

{numerical and verbal representations) {algebraic and verbal representations)
Angle of incline 45° Angle of incline 8
Platform scale reading  6.9N Normal reaction force Fo.= Fg cos 8
Spring scale reading 6.9N Force parallel to incline F‘ = Fg sin 8

Mass of block

m

Gravitational acceleration g
F

9

Weight of block 9.8N Force of gravity on block =mgy
2. Vector 3. Parallelogram Vector 4. Right Triangle Vector

FIGURE 5.2 Multiple representations of an equilibrium condition.

spring scales—one a compression spring platform scale to measure the nor-
mal reaction force, the other an expansion spring scale to measure the force
parallel to the incline. There are six symbolic representations to be coordi-
nated with the physical situation. One is the numerical representation in a
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data table, and three more are vector representations. One vector represen-
tation shows three forces acting through the block’s center of mass. Two
others show the vectors rearranged for analysis, one by construction (the
parallelogram representation), and the other by the trigonometric rela-
tionships of the right triangle. The fifth representation is algebraic-trig-
onometric and consists of equations for the principal forces in the situation.
While all of these representations are equivalent mathematically, conversion
from one to the other can be puzzling to the students, who may not recog-
nize the mathematical equivalence. Finally, examples of the sixth symbolic
representation are shown with both the numerical representation in the data
table and the algebraic-trigonometric representation. Here verbal represen-
tation is used to identify measured quantities and the forces acting on the
block.

It is by no means a straightforward task for students to coordinate the
various symbolic representations with each other and with the physical situa-
tion. The instructional strategy aims at mapping the information available in
the physical situation onto the symbolic representations and at making the
correspondences among the several representations explicit. This is accom-
plished by having students work simultaneously with two representations
and noting how changes in one (for example, an increase in angle of incline
and concurrent changes in the two spring scale readings) result in corre-
sponding changes in a symbolic representation (for example, an increase in
the angle between F, and F,; a lengthening of the vector representing F,
and shortening of the vector representing F, ). Correspondences among the
symbolic representations are similarly established by manipulating a vari-
able in one (a change in magnitude of the angle of incline) and mapping the
corresponding changes on another symbolic representation or on the phys-
ical apparatus.

IDEATIONAL CONFRONTATION

The instructional dialogue strategy which we call “ideational confronta-
tion” is designed to help bring about substantial changes in the content of
students’ motion-of-objects schemata. Certain concepts and propositions in
the uninstructed students” schemata must be replaced by or integrated with
the concepts and propositions of the physics experts” schemata. We can
illustrate this by describing certain specific changes we anticipate in stu-
dents’ motion-of-objects schemata.

Figure 5.3 displays three representative problems which students in an
introductory physics course would confront. The first problem is to make a
Prediction comparing the amount of time required for two blocks of unequal
mass to fall a distance of 1 meter. Our hypothesized falling-objects schema
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rRT Falling Blocks
The plastic block and the metal block

are the same size and shape. Both blocks
are held at point R. Then the two blocks
are released at the same time and they
fall the 1 meter distance to the floor.
Compare the time for the plastic block
10 reach point O with the time for the
metal block to reach point 0.

Carts on an Incline

The carts are the same size and shape

R and have the same wheels. One cart is
loaded, the other is empty. They are on
identical tracks. Starting from rest at R,
both carts are released at the same time.

0 Compare the time for the empty cart to
reach point O with the time for the
loaded cart to reach point 0.

Pulled Carts
The carts are the same size and shape
and have the same wheels. One cart is
loaded, the other is empty. They are
on identical tracks. Starting from rest at
Q‘”" R, both carts are pulled along the tracks
R ° so that the spring on each cart is always
extended the same amount. Compare the
mﬂﬂﬂﬂﬂ}w"' time for the empty cart to reach point 0
0 with the time for the loaded cart to
reach point 0.

FIGURE 5.3 Three representative introductory physics problems.

for a typical uninstructed student includes the following features. Consider-
ing first the object category, the schema contains objects together with their
observable physical properties, such as size, shape, and weight. Among the
physics concepts in the schema are the object’s properties, including vol-
ume, mass, and weight, though these concepts are not precisely defined and
are poorly differentiated; the objects’ average speed in falling and the in-
stantaneous speed at any point (two poorly differentiated concepts); the time
elapsed during the fall; and a downward pull on the objects due to the pull,
or force, of gravity. Here also is the concept, heavier than, in the sense of
greater weight, and the specific application of this concept to the equal-sized
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objects of different materials with the result that the metal block is conceived
to be heavier than the plastic block. Relevant to this conception is the
general rule, stored among the schema’s experience-derived propositions,
that “Heavier objects fall faster than lighter objects.” The uninstructed stu-
dent applies what he or she believes to be the relevant general rule to the
specific physical situation to deduce an answer for the problem. For the
situation of the two blocks, the reasoning is: (1) The metal block is heavier
than the plastic block. (2) Heavier objects fall faster than lighter objects. (3)
Hence, the metal block falls faster than the plastic block. (4) The metal block
takes less time to reach point 0 than the plastic block. The form of reasoning
leading to the problem’s solution is the same, of course, if the relevant
general rule selected from the schema’s stored propositions is: “According to
Galileo, all objects fall at the same speed regardless of their weight.” Howev-
er, the answer to the problem now is that the metal and plastic blocks reach
point 0 at the same time.

To transform the hypothesized schema of the uninstructed student into a
schema approximating an expert’s schema requires changes such as the fol-
lowing. With regard to concepts in the schema, in place of concepts which
are vaguely defined and poorly differentiated, the transformed schema’s
concepts have precise qualitative definitions which distinguish them one
from the other. For instance, the concepts of volume, mass, and weight are
differentiated from one another, and the definitions of mass and weight
incorporate the relationships of these concepts to each other and to major
physical principles. In a similar position in the transformed schema is the
concept of force, a generalized concept central in several major physical
principles that was formerly represented only as a push or pull concept.
With regard to principles in the student’s new schema, in place of imprecise,
experience-derived rules of limited scope and applicability, the transformed
schema is dominated by a major physical law which is abstract and broadly
applicable, specifically, Newton’s second law of motion. Associated with this
law are its conditions of applicability, including that the idealization assump-
tions of Newtonian mechanics are realized, and that a constant net unbal-
anced force is acting on the objects of interest, here the plastic and metal
blocks. Recognition that Newton’s second law is applicable to this situation
Tequires that the student’s new schema include appropriate links between
the abstractions of Newton’s second law (mass, force, and acceleration); the
Physical objects (plastic and metal blocks, identical in shape and volume but
differing in mass) and states specified by the problem (initial and final posi-
tion, initial velocity is zero); and physical constructs not specifically men-
tioned or observed (force of gravity, acceleration, air resistance). These ab-
Stractions or second-order features have no parallel in the student’s initial
schema and must be abstracted from the physical situation and the real
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Original Problem
“9. A freight engine of mass 20,000 kg accelerates from rest up to a velocity of 2.0 m/sec. in 5.0
sec. If it is pulling a train of 20 cars, each with a mass of 10,000 kg, what is the force in the coupling
between the engine and the first car?”

({Stollberg & Hill, 1964, p. 49)

Problem Restated in Qualitative Form

00 00 0O 00 00 00

A freight train is stationary. It then accelerates away from rest. While the train is accelerating, how
does the force exerted by the engine to accelerate the train compare with the force in the coupling
between the engine and the first car?

Subsidiary questions: {i) What assumptions did you make to arrive at your answer?
{ii) What principles of physics/laws of motion did you apply to the situation
in coming to your answer?

Knowledge/skills assumed in following outline of Instructional Dialogue strategies:

1. Itis assumed that students
(a} have completed a study of kinematics and Newton's Laws
(b} are aware that the extension of a rubber band or spring is a reasonable indicator of the
magnitude of the extending forces acting on the rubber band or spring.
2. It is also assumed that there is instructional value in students having both visual and touch
inputs of estimations of the magnitude of forces.

Strategy A Outline of strategy to be used for responses to the qualitative problem of the form
“don‘t know’’ or ‘‘the same.”
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Steps in the Strategy Purpose of Steps Commentary on Steps

A3: Repeat A2 with See purpose (b} in A2
various rmasses added to cart
1 and/or cart 2.

See A2 above.

A4, Repeat A2 and A3

4 See purpose (a) & (b} in A2.
using a number of carts.

See A2 above.

A5, Return to qualitative
problem. After successful
solution of the problem as
asked, use strategy B below,
if appropriate.

Strategy B Outline of strategy to be used for responses to the qualative problem of the form

““force exerted by the engine is
greater than the force in the coupling”
response to question asked). Pling” {ie., correct

Steps in Strategy Purpose of Steps Commentary on Steps

B1. Ask student if they
can be more precise about the
relative magnitudes of the
two forces.

To establish that ratio of
forces is inverse of ratio of
total mass/weight of train to
mass/weight ot cars pulled by
the engine. If this is not
forthcoming, go to strategy

Collins (1977) Rule 4: Ask
for prior factors.

Steps in the Strategy

Purpose of Steps

Commentary on Steps !

Al Have the student
pull, using a rubber band, lab-
oratory trolleys (PSSC) car-
rying various numbers of
bricks.

To draw artention to, or re-
establish, the qualitative re-
lationship  between  mass,
motion of the mass, and ap-
plied force.

Direct observation. Questions
to assist processing of the
observations would follow,
for example, Collins (1977}
Rute 1: Ask about a known
case, and Rule 11: Specify
how the variable depends on
a given factor. Specific pro-

B2. Repeat subsidiary
questions (i} and (ii) from the
qualititive problem.

A, beginning at A2. If some
such statement is produced,
go to B2.

To link answers to the sub-
sidiary questions to the
specific stiuations presented
— both the experiences with
carts and the qualitative
problem.

Collins {1977) Rule 2: Ask
for any factors. Also, in the
exploration of individual re-
sponses, one or several appli-
cations using other rules may
be made.

cedural rules will vary
between individuals.

{a) To establish what specific As for A1l above. Possible
objects each of the two rub- procedural rules include
berbands is pulling. Collins (1977) Rules 13:

A2, Use two trolleys
connected by a rubber band
arranged so that the trolleys

1 .
Note. Collins (1977) prqposed a senes_of procedural rules for this form of instructional dialog, and we
comment on particular rules which are pertinent to the several steps in our strategy. The proce-

are almost touching when (b) To direct attention to Probe for differences between dural rules were recognized and amplified in Collins & Stevens (1981).
stationary — hence separa- the Qqualitative refationship two cases; and 11 (see above).
tion of trolleys is an indica: between mass and force FIGURE 5.4 (COHtinucd)

tor of extension of that rub- required to accelerate that
ber band. mass.

objects therein, in order for the student to link the physical situation with
Fhe second law. Examples of other second-order features are canonical ob-
Jects, all of whose mass is concentrated at a single point, and vector repre-
Senta'tions of forces. Given that these second order featu’res are linked VI:/ith
phys'lcal objects, the three “real-world” situations described in the problems
In Figure 5.3 can all be represented abstractly as pairs of unequal masses
(two .blocks, two carts), each under the influence of a constant net fo;ce
(gravity, exte’nded rubber bands). Assuming the influence of friction is mini-
;nal, Newton’s secgnd law allows the student to predict constant acceleration
or each of the objects and to compare the magnitude of the acceleration

Have the student pull the
trolleys by a rubber band at-
tached to cart 1.

FIGURE 5.4 The freight train problem.
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produced by unequal forces on unequal masses in the falling blocks and
inclined plane problems and on unequal masses under the influence of equal
forces in the pulled carts problem.

Despite the numerous changes in the student’s schema that we have
surmised, some characteristics of the initial schema need not and should not
change. In this category are the schema’s representations of the physical
objects themselves, their properties, and their described or suggested be-
havior. These are the representations that are utilized, we belicve, to initiate
a qualitative analysis of a problem. Ilence, they are important in the applica-
tion of our fourth instructional strategy.

QUALITATIVE ANALYSIS OF PROBLEMS

When an instructional objective calls for altering the structural organiza-
tion or integrating the concepts and propositions of a schema, the instruc-
tional dialogue strategy of the qualitative analysis of problems can be very
useful. In order to explain and illustrate the procedures for the qualitative
analysis of problems, we have analyzed a number of prototypical physics
problems taken from introductory texts. An example of such an analysis is
shown in Figure 5.4. Other examples can be found in Champagne, Klopfer,
and Gunstone (1982). The general structure of each analysis is simple. Ini-
tially, the standard form of the problem is rewritten in qualitative form, with
subsidiary questions asking about limitations of, and physics principles used,
in the answer given by the student. Then a realistic minimum state, in terms
of relevant prior knowledge and experience is selected, and a strategy for
working from the state to a successful solution is proposed. At this stage,
when we do not have the insights to be derived from data, it is assumed that
other, more developed responses can be accommodated by beginning at a
later point in this sample strategy. The strategy has been outlined only. It
indicates a series of logical steps. Within each step, the essential concept(s)
to be developed and the purpose of the step in terms of the problem solution
are indicated. In some cases, a particular instructional methodology to be
used for a step is shown, while in the remaining cases, only instructional
dialogue is anticipated. For each step, the rationale for the procedure is
described, referring to the techniques identified by Collins (1977) and Col-
lins and Stevens (1981) when appropriate. For each of the three examples, a
procedure for handling a correct answer to the questions asked so as to
develop an approach to solving the problem is also given.

PHysics PROBLEMS AND NUMERICAL EXERCISES

The development of our ideas concerning the qualitative analysis of phys-
ics problems has led us to a simple but, we believe, most important recon-
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ceptualization of the nature of physics problems vis-a-vis the structure of
standard physics texts and curricula. In what seems an obvious extension of
the form of solution strategy experts apply to standard physics problems, we
wish to describe qualitative problems of the form given here as “Physics
Problems.” The solution strategy derived from such a problem can then be
applied to a set of exercises of the form currently termed problems. These
exercises we wish to describe as “numerical examples.” The parallels with
mathematics instruction are striking. The normal mode of instruction in
math involves the development (or, unfortunately, the provision) of a solu-
tion strategy for a particular type of problem, for example, factorization of
quadratics. Then students are asked to apply this solution strategy to numer-
ical examples. These numerical examples are labeled by most texts and
teachers with a description such as “examples,” and “exercises,” but are
rarely termed “problems.”

This reconceptualization has, we believe, considerable instructional $ig-
nificance. Current practices seem to be based on the assumption that, by
doing “numerical examples,” students will themselves extrapolate solution
strategies to “problems.” Texts commonly approach the task of elucidating
methods for solving standard physics questions by giving “numerical exam-
ples” and, starting immediately with an equation, déscribing the appropriate
approach. It is apparently assumed that this approach will be transferred by
students to other appropriate “numerical examples,” but instructional as-
sistance for this transfer is rarely given. Indeed, as any practitioner of phys-
ies teaching can testify, assisting students to make such transfer is extraor
dinarily difficult. As a consequence, we argue that the methods outlined
here are designed to foster the development of problem solutions. We be-
liteve that solution of numerical examples is a subsequent and more simple
step.

INSTRUCTIONAL [SSUES

_ Two issues which merit some consideration here arise from the instruc-
tional strategies we are advocating. First, our proposed instructional di-
alogue strategy focused on the qualitative analysis of physics problems that
.makes use of laboratory equipment in some cases (e.g., Step A2, Strategy A
in Figure 5.4). This use of laboratory-type experiences may be questior'wd
Slnlce laboratory work has not been shown to produce significant cognitive
gains for science students. Hence, it is necessary to discuss the specific
Cpnceptual basis for our use of laboratory-type exi)criences in the instruc-
tion. The second instructional issue to be discussed is related to our pro-
posed multiple representations strategy and concerns the proper role of
analogies in science instruction.
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Role of Laboratory Experiences

Studies of instruction with laboratory work versus instruction without
laboratory work have consistently suggested no cognitive advantage for the
lab work group exists (see, for example, Bates, 1978, for areview). However,
much laboratory work in the sciences, in gencral and physics, in particular
can be characterized as follows: students follow some procedure for the
collection of data, which is the primary focus of their activity while involved
with the apparatus; results are then analyzed and, in many cases, subsidiary
questions answered; the end result is the verification (or “discovery”) of
some law, relationship, or effect of one variable on another. This mode of
laboratory work has most frequently resulted in students concentrating on
the procedures for data collection and, overwhelmingly, on obtaining the
correct answer. In such circumstances, the apparent failure of laboratory
activity to markedly foster conceptual development does not seem surpri-
sing.

Gagné and White (1978, p. 214) have argued that laboratory work which is
performed with the intent of facilitating understanding and conceptual de-
velopment will better achieve such purposes if it seeks to generate links
between episodes and images (derived from the laboratory work) and propo-
sitions and intellectual skills. This is an appealing argument, especially given
the extent to which introspection reveals images and episodes in one’s own
memory which relate to specific facts and principles. However, Atkinson
(1980), in comparing chemistry instruction with laboratory work and chem-
istry instruction with only demonstrations, found that the laboratory work
did not appear to assist that group in recalling related subject matter even
though this group was somewhat more likely to recall relevant images and
episodes. Gunstone (1980), in an investigation of physics learning, found
virtually no propositional connections between physics concepts which were
derived from laboratory work. Since both of these studies utilized laboratory
work in the verification mode described above, it is plausible to suggest that
such laboratory work, because of the focus it gives to student activity, is
unlikely to generate the links among images, episodes, propositions, and
concepts argued by Gagné and White.

In considering the lack of cognitive gain from traditional laboratory work,
White (1979) has argued for the inclusion of three types of practical activities
not usually found in science courses. One of these activities is used in the
strategies for developing problem solutions which are outlined in Figure 5.4.
This activity

is intended to establish generalized episodes involving materials and events of com-
mon experience, with the purposes of linking school subject matter and daily life and

of providing experiences which will be called into play in making subsequent infor-
mation comprehensible. (White, 1979, p. 387)
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Directed hands-on experience with physical objects is included in our
strategies because of the extent to which such experience can relate aspects
of the problem to relevant prior experience in the world at large. It can also
provide sensory inputs about situations and provide episodes or images as
memory structures for later recall. It is of interest to note that this overt
attempt to bring to the solution of the problem relevant real-world knowl-
edge is in line with arguments for the importance of such knowledge to the
individual’s problem solution (see, e.g., Duran, 1980; Neisser, 1976). Others
(e.g., West, 1980) have probed students’ links between curriculum knowl-
ec.ige and general knowledge as an important dimension of students’ cog-
nitive structures.

This rationale for a particular form of laboratory work will be briefly illus-
trated by reference to the proposed strategy for the freight train problem in
Figure 5.5. The use of rubber bands to pull and connect laboratory trolleys
illustrates the basic principles underlying the freight train problem. By ma-
nipulating masses and the number of trolleys, students will derive qualita-
tive relationships between the relevant variables, be assisted to relate these
relationships to the underlying physics principles, and, perhaps most impor-
tantly, be given a memorial referent to which they may relate this informa-
tion. In addition, some students will relate this experimental manipulation
to previous relevant experience (e.g., pulling peers while skating). Before
the event, it is clearly not possible to determine which students have rele-
vant prior experience. Hence, the drawing out and relating of any such
experience will be achieved by the instructional strategy to be used.

Seen in this light, the use of the trolleys can be clearly characterized as an
attempt to provide a physical analogy to the freight train. Thus, in this
instance, an analogy is used as a part of our qualitative analysis of problems
S.trategy. Analogies crop up even more frequently in our proposed instruc-
thnal strategy of interactive dialogues using multiple representations. For
this reason, we need to be aware of the issue of the potential dangers of the
use of analogies in instruction.

Analogies in Instruction

. The role of analogies and models (which are little more than formalized or
ln'Stitutionalized analogies) in the development of science has been widely
discussed by philosophers of science. Further, much has been written about
thfe manner in which analogies can inhibit or distort the development of
science when inappropriate deductions are made on the basis of existing
anfvllogies (Harré, 1965; Nagel, 1961; Scheffler, 1969). A parallel situation
exists in science instruction as Gee (1978) and Weller (1970) have indicated

where the use of analogies can result in students making inappropriate ex:
tensions of an analogy to generate false information. White and Gunstone
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(1980), in an investigation of cognitive structures associated with electricity,
found a clear and extreme example of an inappropriate extension. A college
science graduate who had been given the water flow analogy during his early
instructional experience with electric current had extended the analogy on
his own initiative so as to equate the functions of a pipe in the water analogy
and the insulation surrounding a conducting wire. As a consequence, he
believed resistance to electric current arose from the friction between elec-
tricity and the surrounding insulation and that electrical leakage was akin to
a hole in a water pipe and that it could result from a bare electrical conduc-
tor. He had deduced that much of the research effort in electrical engineer-
ing was devoted to the production of more efficient (i.e., less friction-gener-
ating) insulating covers for wires.

On the positive side, Gentner (1980) has sought to frame the issue of how
multiple representations may help to develop understanding of science con-
cepts in terms of structural differences between good and poor analogies.
Gentner argues that the explanatory power of analogies in learning science
concepts rests on the fact that analogies point up equivalent relationships,
rather than equivalent objects, within two distinct systems. Gentner devel-
ops a set of criteria by which to evaluate the likely effectiveness of particular
analogies in explaining science concepts: clarity, a measure of the precision
of the mapping; richness, a measure of the sheer number of mappings be-
tween two systems; abstractness, a measure of the level of relationships
mapped between the systems; and systematicity, a measure of the extent to
which the constraints in one system of the analogy are isomorphic to the
constraints in the second system.

An important and neglected aspect of the instructional use of analogies is
an understanding of the limitations of the analogy. Developing such under-
standing also adds to the understanding of the science concept which the
analogy is used to illustrate. Consequently, we are explicit about significant
limitations to be developed with students when using analogies in providing
experiences with the multiple representations of a concept.

SOME ASPECTS OF PROPOSED RESEARCH

The foregoing sections of this chapter have explicated an alternative ap-
proach to conceptualizing the well-known instructional problem of the diffi-
culty that beginning physics students experience in learning mechanics. We
have sought to identify and characterize the entering students” alternative
conceptions of motion that contravene the physicists’ declarative knowledge
about motion, the knowledge whose contents and structure are desired
outcomes of mechanics instruction. Finally, taking seriously the students’
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alternative conceptions, we have argued the necessity of deliberately alter-
ing the students’ declarative knowledge to align it with that of the physicists’

and we have suggested several dialogue-based instructional strategies f();
effecting these changes. However, we are not content with proposing a new
approach, no matter how logical or how well supported by research it might
be. We intend to investigate the strategies and issues which have been
argued above. The major hypothesis to be tested in our proposed research is
that engaging beginning physics students in instructional dialogues that uti-
lize one or more of our proposed instructional strategies will produce
changes in the students’ declarative knowledge about the motion-of-objects.
Our turther hypothesis is that, after completion of the specified instruction

the students” schemata will have several significant features which are char:
acteristic of the declarative knowledge of physics experts.

Our first task in this research is to specify the scope and sequence of
questions and manipulative experiences which will serve as the stimuli for
the instructional dialogues. We have illustrated the rationales for the con-
struction of stimulus materials in conjunction with the example exhibited in
Figure 5.4. From analyses similar to these, for every strategy we select for
the instruction, we can derive specifications for the issues which need to be
raised, the topics which will be discussed in the dialogues, and the laborato-
ry-type experiences which are required to provide essential observations or
episodes. With the instructional strategies and the content of the instruction
specified, the final design task is to incorporate these into instructional
materials.

For the multiple instances strategy, for example, we plan to select prob-
lems that form a sequence in which the problems, though differing in surface
features, can all be solved by making essentially the same qualitative analysis
and by utilizing the same physical principle. The three physics problems
shown in Figure 5.3 exemplify this kind of sequence. There will be several
such sequences in the instruction, whose scope is an introduction to dynam-
ics under the purview of Newton’s laws of motion. The specific problem
sequences to be included in the instruction will be determined by our
analyses of which topics are necessary to induce changes in students’ sche-
mata and by determining how far along the continuum of approximating the
physics experts’ schemata we wish the students to proceed. 7
' For assessing the students’ motion-of-objects schemata before and after
Instruction, we shall use several different techniques drawn from our own
and other researchers’ studies. Each technique probes students’ declarative
knowledge in a somewhat different fashion, yielding unique shards of data
for analysis. By combining the results of the analyses of the data from several
sources, we should obtain rather complete descriptions of the contents and
structure of students’ schemata. The assessment techniques we plan to nse
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include DOE tasks, which we have used in previous studies (e.g., Cham-
pagne, Klopfer, & Anderson, 1980; Champagne, Klopfer, Solomon, & Cahn,
1980), and the interview-about-instanees technique (Osborne & Gilbert,

1980).

Asking subjects to sort physics problems into types according to their own
criteria and obtaining think-aloud protocols as subjects solve problems are
two techniques used to study the representation of physics problems by
experts and novices (Chi et al., 1981). We shall apply these techniques in our
student assessments, except we shall restrict the domain to the qualitative
mechanics problems in which we are interested. From analyses of the stu-
dents’ performances and explanations, we shall learn whether the students
attend to surface features or to second-order features in analyzing problems,
and we shall be able to infer whether the students” schemata are oriented by
the objects of the problem or by a physical principle. To monitor the stu-
dents’ schema changes as they engage in instructional dialogues, techniques
of protocol analysis, as suggested for example, by Ericksson & Simon (1980),
will be applied. This research will provide significant empirical tests of the
proposed instructional strategies and the psychological theory on which they
are based.
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LANGUAGE, UNDERSTANDING,
AND COMMITMENT

John O. Head and Clive R. Sutton

One of the weaknesses of the “alternative framework” description of learn-
ers” thought is its vagueness about change. Why should one person’s pattern
of understanding be resistant to change, and another’s less so? What can a
teacher do about it? We believe that openness to change is a function of
feeling, and that how you feel is linked with how you think and how you talk.
Cognitive, affective factors, and choice of interpretive language are interre-
lated. In this chapter, we develop a model of their interdependence within a
person’s “mosaic” of thought. We suggest that some areas of coherence
produce commitments which contribute to a one’s sense of personal identity.
Change occurs readily in relation to the strengthening of that identity. ’
The model has been developed on the basis of assumptions which are not
likely to be controversial within the context of this book. Nevertheless, to
make them explicit will clarify our reasoning. )

SOME BASIC ASSUMPTIONS ABOUT
COGNITION, LANGUAGE, AND MOTIVATION

A Major Motivating Force for Human Beings is Their Need to Make Sense
of Their World.  This belicfis, of course, the core of Kelly’s (1955) personal
construct theory. This is compatible with the evidence that people are natu-
rally mentally active as evidenced, for example, in the findings from sleep
research and from studics of sensory deprivation. We believe such mental
activity to be important, as it gives a different perspective to the issue of
fnotivation. Most theories in the past assumed that essentially people were
nert until prodded or moved to be otherwise. Hernce motivation was com-
monly described in terms of needs and drives. If, however, we assume that
people are naturally active, then studies of motivation are not concerned
about why a person chooses to do something rather than nothing, but why
that person chooses one specific activity in preference to the range of possi-
Copyright © 1985, by Academic Press, Inc.
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ble alternatives. Hence the question of motivation is framed in terms of
factors influencing the making of that choice. We see these choices as related
to how the person concerned is attempting to extend fragments of his or her
cognitive structure in the effort to make sense of experience.

Most of Our Mental Constructs Have a Strong Language Component.
The resolution of a problem in understanding things usually involves adopt-
ing a particular way of talking about them. If someone is struggling to make
sense of why this pan handle burns while that one does not, they may arrive
at some point of rest—at least for the time being—by talking about heat
“flowing” or being “conducted” along the metal. As it happens, these partic-
ular words and their associated imagery have been shown to be not wholly
satisfactory to account for all the phenomena of heat. Nevertheless they still
serve many people, helping them to make an istand of sense in a sea of
otherwise disordered impressions. Words can form centers for the crystalli-
zation of ideas.

THE SENSE MAKING EXPERIENCE IS AN IMPORTANT
SOURCE OF EMOTIONAL SATISFACTION

Once one gets “inside” a theory, it starts to seem “right.” The subjective
experience is one of insight and it engenders a feeling of truth—the insight
rapidly becomes an outlook. For example, once you have come to the view
that the state of the nation is accounted for by the existence of ‘Reds under
the beds all further information will be processed accordingly. Already at
this point, we begin to sce how commitment grows out of particular cogni-
tions, and in turn will shape further development of the cognitive structures.

COGNITIVE STRUCTURES AS MOSAICS

With these points in mind, how should we describe the complex of
thoughts and ideas that a person has? We now attempt a description of its
organization in terms of small areas of coherence, discrete and separate at
first, capable of being isolated from each other; areas of mismatch and con-
flict, but also, in some cases, capable of being patterned together into a
larger whole.

Structures are Built Up from Discrete Parts. We have many different
experiences that we make sense of gradually, a bit here and a bit there as we
meet them. On some occasions, links can be made between these bits so that
a wider sense is made, incorporating previously separated understandings
(superordinate learning, in Ausubel’s terms).
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There are many images that could be used to explore this idea of cognitive
structures and we prefer the term mosaic to the alternatives in the literature.
This particular image suggests that

1. each person idiosyncratically builds his own mosaic, and

2. the tiles employed by the individual are limited in range both by the
constraints of language and of personal experience. Just as some Roman
pavements were made from fragments of Greek temples, so a person can
rework previous ideas to generate new patterns. The making of a mosaic is
constrained by the color and the size of available tiles; similarly, the avail-
ability of concepts is partially determined by the semantic history of the
language in which they are framed.

At a certain stage in the development of a mosaic, the patterning on a large
scale becomes more obvious and important than the components, and areas
of coherence can be discerned, giving an individual identity to the particular
mosaic.

From the above, it is clear that we see human beings as pattern-seeking
organisms, and where they achieve success in patterning they are likely to
be motivated to continue, but only in accordance with the merging pattern.
Gradually, the accumulated cognitions build up to form, in effect, the indi-
viduality and identity of their possessor.

Of course, we recognize that this mosaic image, like all analogies, has
limitations. It does not deal adequately with the fluidity of thought, nor is a
two-dimensional picture as good in some respects as one which can repre-
sent multidimentional connections. All analogies should be inspected for
such points of mismatch to avoid an unwarranted reification of the model.
Nevertheless, the mosaic analogy has further heuristic uses, as follows:

A Cognitive Structure Conceived in This Way Might Contain Structural
Defects, or Points of Dissonance. These could be of two kinds:

1. Internal dissonance, in which separate parts of the mosaic cannot
cohere, that is, the person holds simultaneously mutually contradicto-
ry views.

2. External dissonance, in which the constructs held already are incom-
patible with the input of new information.

The presence of dissonance might act as a stimulus to mental activity and
the development of new concepts and structures. On the other hand, disso-
nance can be avoided by ignoring the input or by employing dismissive
?tatements. Dismissive statements remove the need to examine the issues
involved. They may account for the available information but are not open to
further development. For example, the belief that “I cannot understand
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science” removes the need to try. Although the excessive use of dismissive
statements is characteristic of closed minds, probably all persons need to
make some use of them in order to avoid cognitive overload and to allow the
concentration of attention on issues seen to be crucial.

The Set of Constructs That Relate to Oneself and One’s Preferred Activities
(“Things | Know I'm Good At”) are a Particularly Important Part of the
Mosaic. Making sense of electrie circuits is just one smnall part of life, but
making sense of oneself and one’s relationships to other people permeates
very large sections of experience. If the electric circuit activity also contrib-
utes to the latter problemn— “I'm a person who understands physics”—it can
be doubly effective in lending coherence to the mosaic.

One’s overall sense of identity, of difference from other people, and of
similarity to members of one’s reference groups, arises out of the patterning
that goes on in understanding all aspects of the world. The patterns one
builds up are distinctive but related to thosc of other people, and this is one
of the ways in which there is interaction between what have commonly been
regarded as separate cognitive and affective factors. The need to make sense
of the world (Assumption 1) is essentially an emotional condition whether its
immediate object is overtly personal (i.e., “Who am I?”) or more indirectly
so (i.e., “This circuitry stuff . . .”). In a way, there is no knowledge that is
not personal. Morcover, as cognitive beliefs represent models of the world
and cannot be established as being true in an absolute sense, the choice of
one cognitive view in preference to alternatives is likely to be made partially
on subjective grounds. That statement does not deny the possibility that
there may be sound objective reasons for prefering one theory in, say,
physics to another (e.g., one theory may appear to fit the data more closely,
but there are no objective grounds for stating that a belicf is absolutely and
always true).

Also, belief systems tend to carry hidden implicit metaphors, often pos-
sessing a strong emotional quality, so the acceptance of a belief system
carries with it acceptance of these hidden values as well as the more objec-
tively stated, explicit beliefs. A girl deciding to specialize in physics, and
thus labelling herself a “physicist,” not only accepts the models and para-
digms of formal physics teaching, but has also chosen to join an identifiable
group of the population with a distinct image and distinct group norms. She
has chosen to enter a group which is predominantly male, which may possess
a stereotypical image (of the sober, reticent controlled scientist), and which

operates according to a set of definitive norms. In that event, the choice
involves much more than an ability and interest in physics as such.
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FROM UNDERSTANDING TO COMMITMENT

There are a number of possible reactions a person can give to a newly
encountered idea. As mentioned above, it might be ignored or relegated to a
low status by a dismissive statement. A full understanding often cannot be
achieved quickly, so if the idea is grasped at all, it will usually be through
rote learning. The idea is then no part of the individual's repertoire of
general sense-making beliefs about the world; it will merely be a context-
bound formula to apply in a given situation. Many of us probably learned
differential calculus in that fashion, being able to carry out the necessary
manipulations without understanding what the process really was. Only later
we may, if we are lucky, acquire some understanding of what we have been
doing when carrying out the required procedures.

Once the new concept has been successfully integrated, or in Ausubel’s
(1968) terms “subsumed,” into the individual’s existing, personal cognitive
structure, it becomes part of that person’s repertoire of tools used to make
sense of the world. At that stage, the individual readily acquires an emo-
tional attachment to the idea; the result is a commitment to a belief. That
commitment helps define the identity of the person. We can be described in
terms of what we believe. Certainly psychologists do so in talking of an
authoritarian personality (Adorno, F renkel—Bruﬁswick, Levinson, and San-
ford, 1950) who might be recognized by the possession of a particular set of
attitudes and values.

Commitment is a double-edged sword. On the one hand, we can appreci-
ate that unless a person has a firm set of beliefs and values he or she is likely
to suffer from ego diffusion, resulting in ineffective behavior. There is, how-
ever, the other danger that a person becomes committed to beliefs which are
incorrect, unhelpful, or damaging, and might resist attempts to produce
change. We can recognize too, a qualitative difference between the posses-
sion of firm beliefs accompanied by a measure of flexibility and a willingness
to consider alternatives, and the closed mind deaf to debate. (Rokeach 1960)
How might such qualitative differences arise? ’

.The most likely explanation lies in the process of the acquisition of com-
mitment. Mature choice involves reaching a firm decision after giving full
thought to the issue. That process of thought, which might involve self-
criticism and review of personal beliefs, can be painful; so a person might
foreclose on a decision (i.e., make a firm decision without adequate thought)
and thus, gain the sense of security and identity that the possession of the
belief brings. In this case, further challenge to the belief will be resisted as it
reopens the issues which had previously been deliberately brushed aside.
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Such a person will tend to resist some aspects of learning which involve
changing one’s mind to committed ideas. This model of the dynamics of
commitment has both general implications and a specific relevance to sci-
ence education research. The general point is that as many issues cross the
cognitive—affective boundary, it might be wise to make use of methods of
inquiry and explanatory models drawn from both sides of that artificial divi-
sion. Often the insights gained from one field can illuminate the other area.
The specific relevance can be demonstrated in two instances: that relating
personality and subject choice is spelled out in the next section; the other,
that of the learner’s often reported resistance to new ideas because of an
apparent commitment to prior beliefs, also merits some attention.

Perhaps the main rationale for the study of cognitive structures is that it
ought eventually yield useful pedagogic advice for the classroom teacher.
There is now overwhelming evidence that many learners cling to their prior
conceptions tenaciously in face of conflicting evidence and attempted per-
suasion; and, clearly, a better understanding of the dynamics of change, the
requirements of fluidity of thought, are crucial. There have been suggestions
in the recent literature, for example, by Hewson (1981) and Posner, Strike,
Hewson, and Gertzog (1982), of the logical conditions necessary for an indi-
vidual to be willing to change his or her mind and thus learn new ideas that
conflict with existent beliefs. The main omission from such accounts has
been an adequate recognition of the affective elements: changing one’s mind
is not a purely cognitive act! (West and Pines, 1982). The nature of commit-
ment and the association of specific personality characteristics with au-
thoritarian or closed minds are likely to be useful starting points for such
studies, which, in turn, may be the most important work related to cognitive
structures in the next few years.

SOME POSSIBLY USEFUL TECHNIQUES

SENTENCE COMPLETION TESTS

As part of a research study on personality and subject choice among high
school students one of the authors (see Head & Shayer, 1980) made use of
Loevinger's (1970) sentence completion tests of ego development. These
yielded not only the information being sought to test a specific hypothesis,
that boys opting for science might be less mature than those opting for the
humanities, but also seemed to reveal further differences between sub-

groups of the population.
A process of item analysis revealed clear sex differences, over and above
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those of ego level scores. For example, the stem “I feel proud . . . .” pro-
duced more references to personal achievement from the boys and more
references to receiving praise or compliments from the girls. With items
involving interpersonal relationship, between the respondent and parent

for example, the boys were more selfish and exploitive, seeing parents iI"l
terms of what they provided, while girls placed more emphasis on the com-
plex, changing, and reciprocal nature of the relationships. This finding that
adolescent girls are more mature with respect to interpersonal relationships
while boys are more concerned with their own future and achievement tells
us nothing new; similar descriptions can be found in the literature (e.g.

Douvan & Adelson, 1966), but it does illustrate the power of sentencc’:
completion tests in eliciting information.

Further differences were found between boys opting for science and those
who chose humanities. The former group were emotionally reticent, demon-
strating a reluctance to admit fears and anxieties, and displayed little sympa-
thy for less fortunate persons. The stem “When a child will not join in group
activities . . .” produced sensitive and tactful responses from the girls and
boys opting for the humanities, suggesting that one should not force the
child into anything, one should try to ascertain reasons, or one might offer
some encouragement and help, and so forth. The boys showing a science
Breference often gave very unsympathetic responses such as “He is selfish,”

He deserves to be alone,” and “He should be made to conform.” These
differences between students opting for different subject specialties were
often highly significant statistically, suggesting that interest in a subject is
indicative of a total perspective or cognitive structure rather than just an
ability to handle certain cognitive tasks.

Head (1980) suggested that these differences between students choosing
different subject specialties could best be understood in terms of Marcia’s
(1966, 1976) descriptions of ego identity statuses. Within our prevailing
Cul.ture, boys who are in the foreclosure state might be attracted to science,
as it is emotionally undemanding yet is potentially useful, whereas boys wh(;
are experiencing moratorium will probably find the instrumental values of
SCTence scarcely relevant to their current preoccupations. For girls to choose
science, which goes against the general trend, probably requires both com-
mitment and self-examination (‘crisis” in Marcia’s terms) and they will have
already achieved a firm identity.

Sentence completion tests have long been used in personality research
and allied fields, but their use to explore cognitive structures is less com-
lI?On. For that purpose, they offer two distinct virtues: they seem to be
tﬁihl’ylleﬁ"ective ir‘1 eliciting full‘ an‘d frank responses from the subjects, and

y allow the respondents to speak in their own words so that there is the
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freedom to say what they want to, what is in their minds. Many test pro-
cedures, for example, the multiple choice style, deny that freedom. Other
procedures which provide such opportunity present other problems. For
example, interviews can be time-consuming and subject to bias. Sentence
completion tests seem to gain worthwhile responses from a wide ability
range and can be relatively easily assessed. The fact that they yield informa-
tion which would usually be described as relating to the affective as well as
the cognitive is in our opinion a further strength in attempting to gain a fuller
understanding of cognitive structures.

1

“IT's AS IF . . .

The partial freedom offered by the sentence completion test can be taken
a step further, when children are faced with novel experiences and are
completely free to select their own words. Inevitably, they draw on their
previous experience and vocabulary. What they say not only gives us clues to
the idiosyncratic experience of the novel situation by the child, but it can
also provide us with insights into an important part of new thought—the
beginning of an act of commitment to a way of looking at the situation: “It’s a
sort of gas candle,” says an eleven-year-old, looking at a Bunsen burner. “It’s
like a lot of glowworms,” says another, looking down a microscope at parti-
cles in Brownian motion. In the first case, the interpretation is highly appro-
priate—a new part of the child’s cognitive structure that a science teacher
might well encourage. To see a burner as a kind of candle opens up pos-
sibilities for a unified view of combustion in the way that we (the scientific
community) have seen it ever since Lavoisier’s time. In the other example,
points of positive analogy with glowworms undoubtedly exist, but this partic-
ular description misses the essential passivity of the Brownian particles (as
Brown “saw” them), subjected to random buffeting by unseen missiles.
Both, however, are experiments in ways of secing and ways of talking about
experiences.

To understand the growth points of a learner’s cognitive structure, we
suggest that greater attention should be paid to the child’s experience and
expression. The case for doing so comes partly from the history of science, in
which the ‘seeing as’ phenomenon has played such a prominent part, initiat-
ing the development of new structures of thought. The shift from seeing
combustion as the escape of phlogiston to seeing it as an uptake of something
from the air is just one example, and such shifts are invariably accompanied
by changes in preference for certain vocabulary.

Those who first talked about “harnessing” water power, and of measuring
the ‘horsepower’ of engines, drew these words easily from the common
experience of the times. However, these words have lost the quality of live
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metaphors, and become literalized—even technical terms—as have charges
of electricity, capacity, and current. People, as it were, “buy” the metaphor,
take on the new way of thinking, and start to take it for granted.

This phenomenon (also known as the reification of constructs), is now
widely recognized as important in the intellectual history of individuals and
the growth of public knowledge. One of us (Sutton, 1978, 1980a, 1980Dh,
1981a, 1981b) has already described it in terms of insight (gained from a new
live metaphor), doubt, and devotion (as the insight becomes an indispensible
part of the person’s world view). Cognition, emotion, and rhetoric are not at
all separate in this phenomenon, as words persuade people into new cogni-
tions. The point we wish to make in the context of this book is that it is
important enough to justify a search for children’s spontaneous articulations
of their insights, and to provide positive encouragement for them to do so.

CONCLUSIONS

What is involved in changing your mind?

As learners encounter new experience, they face the possibility of chang-
ing their minds all the time, sometimes by little adjustments, sometimes by
major shifts. They may also close off and resist change, because changing
one’s mind is more than just a cognitive matter. To investigate this phe-
nomenon properly, techniques are required that do justice to its personal
significance and its emotional importance to the learner. In a small way, the
two techniques described are a start in that direction.

In eliciting information about cognitive structures, we suggest the inclu-
sion of the following techniques alongside others already available:

L. sentence completion tests as indicators of the affective aspects of how
learners see themselves;

2. other measures of self-concept;

3. encouragement of children to articulate their insights in metaphorical
or analogical terms, and the collection of their spontaneous productions of
this type.

In representing cognitive structures, a form of notation is needed which

L. takes into account the growth of separate and discrete parts in which
we have called the mosaic of thought;
2. highlights structural defects;
.3. indicates how key areas of a person’s cognitive structure contribute to
his or her sense of identity.
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TOWARD A TAXONOMY OF
CONCEPTUAL RELATIONS AND
THE IMPLICATIONS FOR THE
EVALUATION OF COGNITIVE
STRUCTURES

A. Leon Pines

What is the meaning of cognitive structure? The words give us important
clues. Cognitive means “of the mind, having the power to know, recognize,
and conceive, concerning personally acquired knowledge,” so cognitive
structure concerns individual’s ideas, meanings, concepts, cognitions, and so
on. Structure refers to the form, the arrangement of elements or parts of
anything, the manner or organization; the emphasis here is not on the ele-
ments, although they are important to a structure, but on the way those
elements are bound together.

These two components of cognitive structure are the components in the
analyses presented in this chapter. What binds them together are “rela-
tions.” Meaning, thought, concepts, and language depend on relations. So
too does their structure. The meaning that an individual gives to a particular
word, and the complex conceptual framework that an individual possesses
which makes him or her knowledgeable in a particular area both depend
significantly on relations.

Consequently, in this chapter, I explore the nature of relations, interpret
meaning, thought, language, and concepts from the perspective of relations,
and begin the process of developing a taxonomy of relations. Although this
latter task is not complete, I indicate some implications of this approach for
future research on the evaluation of cognitive structures and for the im-
provement of curriculum and instruction.
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RELATIONS

Relations exist both between objects and events in the world and between
concepts and propositions that denote these objects and events. We use
symbols such as words (or any other notational system) to express, manipu-
late, and communicate these relations. All meaning is relational! If this is
true, and I will endeavour to demonstrate that it is, then it follows that the
elucidation of meaning is only possible through the analysis of relations.

Complexity—in the real world and of meanings—is a result not of the
quantity of relations among elements, but of a combination of both quantity
and quality of relations, that is, the number and types of relations that exist.
A multiplicity of relations among identical elements does not increase the
complexity of ineaning. For example, a small pile of sand or salt is no more
complex than a larger pile of sand or salt; and, the echolalia of a baby or
autistic child is meaningless no matter how long the repetition continues.
Once we take the sand and build structures with it or use the salt for
different purposes or combine words into non-echolalic, non-repetitive sen-
tences, then we begin to increase the complexity and potential complexity of
meaning. In short then, complexity arises out of various elements related in
various ways or, to put it another way, in order to exhibit complexity,
elements and relations must vary. In analyzing complex structures, situa-
tions, and meanings, what will be revealed at the micro-level are different
clements related in a variety of ways. Concepts, we will sce, are complex
summaries of numerous such relations that can be expressed as propositions.

MEANING, THOUGHT, AND LANGUAGE

Meanings arc created by and within complex nervous systems. This is an
important point. Meanings do not reside in the world, only potential mean-
ings do! Before the dawn of evolution, when no organisins were alive, there
were no meanings in the world. If all life should disappear from our world—
a horrid but not unrealistic prospect—then again there would be no mean-
ings in the world. As we move up the phylogenetic scale and nervous sys-
tems become more complex, there is the realization of more meaning. In
human beings, homo sapiens, meanings can be created at a very abstract,
symbolic level. This is unique to our specics as a consequence of our large
neo-cortex and our facility with language and other symbolic systems. How-
ever, although we are most concerned with human beings and complex,
abstract learning and cognition, it must be emphasized that any organism
with a complex enough nervous system is capable of extracting meanings
from the world in which it lives. One way of saying this is that meanings arc a
consequence of the neo-cortex in action. The senses, along with the organiz-
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ing power of the neo-cortex, enable the interpretation of sensations which
are rendered in the perception of objects and events. Now clearly. the more
developed the nco-cortex and the more learning that has taken )place the
more discriminating and the more meaningful are these perceptions. ’

9f what importance is it to go further than this in elaborating the meaning
of “meaning” and showing that all meanings are basically relations? Will this
quasi-philosophical inquiry have anything to say to education? Part of this
answer is well articulated by Macnamara (1982):

There is enormous difficulty in specifying what meaning and reference are. Still

1'10tlung is to be gained by fighting shy of the difficult problems . . . If anyone can
Empl:;)ve on the theories, he will, in doing so, have means for improving psychology.
p. 6 ) ’

Indeed, if we can understand meaning and, by doing so, improve our
understanding of meaningful learning, then we will be in a {)()Sition to im-
prove education.

When an organism perceives, it is organizing sensations into meaningful
patterns of relations. Certain things, so to speak, “go together.” Either the
are spatially organized into objects or temporally organized into events. ThZ
Humean principles of contiguity and cause and effect are based on such
empiricist notions. The relations based upon proximity in time and space are
picked up by human and subhuman species in the form of object perma-
nance and causality. The infant establishes such relations within the first two
years of life (Piaget, 1954). Whole behaviorist theories of learning are based
on these notions of association and conditioning. These theories are not
wrong, but they are incomplete. They can be rcédily applied to most sub-
human species or to profoundly retarded human beings, but they are inade-
quate to explain incaningful learning in human beings who have a symbolic
abstract language with which they can think and communicate. The ability t(;
H.lentally manipulate and communicate concepts adds a whole new dimen.-
sion that is not evident in most, if not all, subhuman species.

Sensation—the raw data from the sense organs——on its own, without
perceptual organization, is devoid of meaning. Organized sensatimi—name~
ly, perception—enables the awareness and mental recording of objects and
events. In human beings, such perception is facilitated by language—words
?r sentgnces, and thus experience is conceptually and propositionally punc-
t:;a;::(tlhnztto nwfaningful distinctions, relations, and complexes of such rela-

at transtform “raw sensation” i reeption (i ani y
nized sensation). Again, the Djlti(zrll)tll(l)]nt(:)? (C)ll)jcefttsl(:lllllfllceve:tlse ‘.l%lmgfllll.y Ol,g .
.. satio . : jects 1s not unique to
uman beings, bt evident in subhuman specics too; what is unique to us
however, is the abstract conceptualization and the use of language. In lanl
uage, relations and whole networks of relations are frozen into concepts
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labeled by words. These concepts and words capture the way a culture slices
up reality: what relations are considered important enough to discriminate
and preserve, what patterns and regularities have been worthwhile preserv-
ing, and so forth. Such an evolution of language that serves to preserve
conceptual structures and transmit them from generation to generation is
only evident in the human species. This is what predominately distinguishes
us from subhuman species and one good reason why behavioristie psychol-
ogy is inadequate to describe or explain human thought, learning, and
behavior.

Language serves the dual purpose of thought and communication. The
ability to acquire and use language enables the amplification of meaningful
experience. For one, it enables the transmission of culture from one genera-
tion to the next; for another, it enables individuals, in their ontogenetic
development, not only to remember past events, but to acquire large bodies
of information beyond their immediate experience, and to use this knowl-
edge in their adaptation through prediction and problem solving. Not sur-
prisingly then, the evolution of language capacity has brought about what
seems to be a discontinuity in the phylogenetic scale. Biological evolution
mitigates against the cultural evolution made possible by language. Educa-
tion, and particularly schooling, is a means for transmitting extra biological
meaning from generation to generation. A large part of this is already accom-
plished simply by virtue of language acquisition which incorporates within
itself enormous amounts of conceptual content and cultural meaning.

I will discuss three types of meaning: signs, isomorphisms, and symbolic
meaning. Relations, as I have already mentioned, are the basis of all mean-
ing. Lest we get bogged down in a pure reductionism, I must, at this point,
mention that no single meaningful relationship exists independently in the
mind: All relations are embedded in a larger context, exist as part of a larger
situation, matrix, or frame of reference. Thus we never find a simple diadic
relationship of the A R B type (where A and B are elements, and R is
relation); rather, we find A R B in the context of P or under conditions Q and
S. Thus, in order to understand one single relationship, one needs to under-
stand a whole context. Or, to cite Minsky (1982): “There never is much
meaning until you join together many partial meanings; and if you have one,
you haven’t any” (p. 19).

Even so, we can, if pressed, find a simple relationship to make the point
that all meaning is contingent on such basic relations. Thus, the “shore” or
“coast” are meaningless without the relationship between sea and beach, or
land.

With this said, we can momentarily return to the single unit of meaning.
When we say that two objects or events have the relationship A R B, it is no
different than saying that A means B (in the context of P or under conditions
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Q and S). The most simple type of meaning is that of a sign. A is a sign of B.
Our universe is made up of sign situations that are the basis of all meaning.
The sound of barking is a sign for a dog, a wagging tail, a sign that there is a
body and head attached, and the smell of smoke or the feeling of heat, that
there is a fire. Signs! therefore are physical constituents, the necessary
structure of the world, meaningful by virtue of our sensory apparatus. Such
meanings are, of course, dependent upon the available sensory mechanisms
and we could imagine different sign situations that might exist with different
sensory capacities.

Often we can infer one thing from another based upon both sensory
capacities and past experience. Thus, footprints on the beach are signs that
someone has walked there, steam from a kettle is a sign that the water is
boiling, and dark clouds are signs that it will rain. Using sophisticated detec-
tion instruments, we can extend our sensory capacities as with telescopes or
radiotelescopes detecting such astronomical rarities as Sigmus XI which
would otherwise be undetectable. We will return to this later. Interpreted
signs of this sort can either lie in the existence of non-existence of phe-
nomena, as when the heartbeat is a sign of life and the lack of a heartbeat
often a sign of death. There is no reason to believe that subhuman species
with sophisticated sensory apparatus are incapable of deriving such mean-
ings from the world. For example, the sharp sense of smell in some animals
enables them to detect odors that are signs of prey that they are stalking, or
predators they must avoid. But these animals are not conscious of meanings
as we human beings are. We may speak, therefore, of levels of meaning
culminating in conscious meaning (which can itself be analyzed into different
levels, depending upon the nature and extent of symbolic relations). Nev-
ertheless, in all cases, the basic meaning is one of signs that exist by virtue of
the nature of the world in which we live.

The second type of meaning that exists is that of isomorphism. When two
things have a point to point correspondence with one another, so that each
e.lement of one corresponds to just one element of the other, and any rela-
tion between elements of one corresponds to just one relation between
elements of the other, they are said to be isomorphic. Thus, one thing can
mean another by virtue of an existing ismorphism. We may term such mean-
ing “representational meaning.” One thing represents another because
fihere is a correspondence between them. Thus, projections have a sort of
1somorphic relationship—a shadow being a representation of a body upon
which a light shines. Photographs, paintings, and maps are also sorts of

1Sign is used differently in the linguistic, structuralist tradition of de Saussure (1966). His
analysis is purely linguistic and refers to linguistic performance (parole) where the utterance is
the signifer and the concept is the signified. For us, language is vet to come when we discuss
symbolic relationships. 7 ' o



106 A. LEON PINES

projections—isomorphic representations. However, isomorphisms are not
limited to visual representations. We can code information in diverse ways.
There is an isomorphism between the grooves in a record and the music
which we hear when the record is played on an appropriate phonograph.?
Thus, meaning can be captured and coded in isomorphic structures which
can either be overtly observed as representations (e.g., photographs) or
need to be decoded so that the meaning is extracted (e.g., phonograph
records). Douglas Hofstadter’s Pulitzer prize-winning book, Gédel, Escher
and Bach: An Eternal Golden Braid (1979), is an analysis of isomorphisms.
Hofstadter illustrates the isomorphisms inherent in mathematical and formal
systems. According to him, all meaning is the detection of isomorphism.
Information is meaningless without a code to detect isomorphisms. Different
code systems can unravel different meanings from the same phenomena.

Much energy is spent by scientists and other individuals in making re-
cords that capture meaning. In art, painters and sculptors make records of
objects, events, or emotions. Sometimes these records are clear, observable
isomorphisms (naturalistic or realistic art); sometimes the records are more
abstract and sometimes they necessitate interpretations or decoding (im-
pressionism, expressionism, or abstract art). I do not wish to carry this
analysis of art any further, because, clearly, isomorphism does not underlie
all artistic creation; aesthetics is more than representational meaning. A
better example is science. Here much is done to render the world mean-
ingful in a less individually subjective way. Scientific theories are isomorphic
with the particular aspect of reality that they model. Scientific measure-
ments are isomorphisms. So too are logico-mathematical systems.

In science, attempts are made to capture events, to record them. Progress
in science is facilitated by the invention of evermore sophisticated recording
devices. These instruments extend human sensory capacities (such as tele-
scopes and electron microscopes) or they enable the recording of phe-
nomena otherwise inaccessible to our sensory mechanisms (such as certain
long and short wave electromagnetic phenomena). The scientific world
abounds with recording devices, such as oscilloscopes, seismographs, pH
meters, and noise meters. Clearly these records undergo further interpreta-
tions. Data are organized and transformed after the recording, and conclu-
sions are derived. The point is that just as meaning exists in sign situations,
$0 too, meaning exists in projections or recordings that are isomorphic with
these situations. Wherever a point for point isomorphism exists, there can
be meaning. The representation by virtue of its correspondence contains
meaning. The same information in the sign situation (or part of that informa-
ZDNA is an excellent example of a complex, natural isomorphism. The chemical structure can

be decoded rendering a functioning organism. The notion of a genetic code may be an appro-
priate metaphor because it is a means of understanding an isomorphic relationship.
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tion) is contained in the isomorphic representation. Sometimes, when the
pathway between the sign situation and record is convoluted, several sophis-
ticated code systems may be necessary to go from one system to another
isomorphic one. This is one reason why certain scientific or mathematical
conclusions are meaningful to only a handful of experts who can decode them
and follow the convoluted chains of isomorphisms.

This brings us to the third type of meaning, that is, symbolization. Unlike
signs or isomorphisms, symbols are fragile, conventional meanings which are
constructed by human beings. The most common symbols are words. These
symbols are human inventions used to impose a sense of order on the world,
and to enable communication. Although the way a culture slices up the
world may not be totally arbitrary, the relation between words and related
phenomena is conventional. The multiplicity of languages should suffice to
make this point clear. Nevertheless, once a language exists, it imposes
meaning on the world. Certain sign situations are captured by the language
while others are ignored; hence the power of the Sapir-Whorf hypothesis
that meaning is relative and culturally determined or dependent (Whorf
1956). Languages can and do change, and thus, over time, semantic growth
or change is possible and evident. (One may even say that such change is
inevitable. )3

We are not sure whether the deep structure of language (Chomsky 1957,
1972) is universal as a consequence of its biological origin. Surface structures
and lexicons are obviously diverse and continually modified. The capacity for
language is, to a large extent, what makes us human. Our ability to invent
and use symbolic systems provides us with a qualitatively different experi-
ence—a far richer meaning—than that of subhuman species. The only
meanings unique to human beings are those complex symbolic meanings as
captured by our language. Simple signs or isomorphic representations (such
as shadows) can be experienced by organisms with sophisticated nervous and
sensory systems. Fish and bats, for example, create isomorphisms in their
mediums that enable them to detect obstacles and to navigate (our radar and
sonar systems are modeled on these types of isomorphisms). But only human
beings derive meanings from such situations and experience by virtue of the
symbols that literally modify the way signs and isomorphisms are sensed (we
call this “perception”). Symbolization enables thought which in turn enables
the construction of sophisticated projection and recording mechanisms that
capture and preserve meaning ismorphically.

Finally, through the use of symbolic systems, non-existent frameworks of
relations, which have no sign counterpart in the real world, can be created.
Such human ontological creations are the basis not only for fiction, fantasy,
3Structural linguists often distinguish between the synchronic aspects of language, which exist
at one particular time, and the diachronic aspects, which change.



108 A. LEON PINES

and escape, but also are necessary in constructing scientific models ‘and
theories used to explain reality. Mythology and astrology are inventions
made possible only because of an ability to create relations, to derive mean-
ing from symbols; so too are poetry and science!

CONCEPTS

Conscious experience is mediated by concepts. Unlike signs and natural
isomorphisms, concepts are cognitive entities; they are the furniture of the
conscious mind. Conceptualization is another way of talking about conscious
experience. The continuous flow of experience is punctuated, as it were, b.y
the conceptual organization of such experience. Abstract conceptualization is
made possible by the ability to symbolize. o

Concepts are packages of meaning; they capture regularities (similarities
and differences), patterns, or relationships among objects, events, and other
concepts. Certain signs and groups are captured in referential conceptual
relations; other concepts are invented at higher levels of abstraction.by
relating subordinate concepts to one another. Thus, the distinction exists
between concrete concepts that denote referential relationships to middle
size physical objects and temporally experienced events, and abstract con-
cepts that portray relationships among other higher order concepts. i

Each concrete concept is a human invention, a way of “slicing up and
organizing the world. Once labeled, they become communicable through
the use of a language which, in turn, imposes organization on the world.
Hence the power of an acquired language to channel human percepti(m and
thought; hence Wittgenstein’s (1961) astute proclamation that the limits 9f
his language were the limits of his world. But how much richer this symbolic
world is over the evanescent reality experienced by non-conceptualizing
organisms! .

Concepts are regularities labeled with words and employed in thought
and communication. The similarity between concepts and what I have pre-
viously termed symbolic relations should be evident. Conceptualization is
indeed facilitated by the acquisition and use of symbolic relations. I woul.d
surmise that without an intricate symbolic system, conscious thought is
greatly restricted and remains rudimentary, although pre-linguistic concep-
tualization is possible. This is true both for advanced primates and young
children. In the mature linguistic adult, thought and language are inextrica-
bly intertwined (Vygotsky 1962) because of the fundamental role thé‘lt sym-
bols play in the manipulation of concepts in thought and communication.

How strange that arbitrary conventions such as words can come to play such
a fundamental role in conscious thought. A word is like a conceptual handle,
enabling one to hold on to the concept and to manipulate it.
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A concept is involved in an immense network of relations. A concept can
be thought of as a theoretical point where meaningful relations converge,
and each coucept is a crossing point for a multitude of relations. These
relations are the fibers from which meaning is constructed. No fiber exists in
isolation. Bound with each other, they may form threads, or ropes, or com-
plete fabrics of thought. The fibers are propositions, each signifying a single
{or several) conceptual relation(s).

Concepts are neither true nor false. One can categorize concepts as more
concrete or more abstract, more felicitous or less felicitous, more or less
useful, and so on, but not as true, false, correct, or incorrect. Only when
concepts are combined into propositions, do truth values arise. Propositions
may be communicated by sentences. One might describe a specific concept
as the hypothetical meeting place of all the propositional relations in which
that concept participates. There are an infinite number of such relations, and
a concept is a summary of all those relationships. A concept is a locus of
meaning,

Whenever a concept has restricted meaning or can be summarized by a
limited number of relations or properties, a simple definition in the form of
an analytic proposition can be given. We can artificially restrict the meaning
of a concept by stipulating definitions. This is often done in science. This
gives the false notion that concepts are single units. By and large, however,
concepts have various meanings within different contexts. In such cases, no
context-independent, analytic-synthetic distinction can be drawn, and the
notion of a concept as a category of reference which has a single meaning—
an essence—is wrong. Rather, we find a concept as part of a semantic
network, its meaning arising from a multitude of crisscrossing propositional
relations. The analytic and synthetic dimensions dissolve into one another,
depending upon how the concept is used.* For these reasons, although
models of concepts as categories are tempting, and may even be useful, they
are siimply incorrect.

No single, best semantic network exists. Concepts may have a multitude
of meanings and be used for a variety of purposes. Thus, a single concept
may mean one thing within one framework and something slightly different
within another context. Wittgenstein’s (1953) notions of ‘word games” and
family resemblances’ capture the diverse use of words or concepts from one
context to another and the non-unitary meaning of words or concepts.

Because of the complexity of concepts, we should be willing to accept the
fact that their acquisition is a long process which can never be complete.
There is no such thing as the final acquisition of a concept. Rather, concept

*The analytic versus synthetic distinction in propositions is somewhat analogous to Rosch’s
(1973) distinction between categorical prototypes and border-line cases. A conceptual, pro-
totypical relationship can be viewed as an analytic proposition. This analogy warrants further
analysis but is beyond the scope of this chapter.
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become differentiated in the mind of a person. As more and new rela-
tionships are acquired, the respective concepts take on new meaning. Some
relations are, of course, more important than others. The only reason that
different individuals can communicate and understand one another is be-
cause of the overlap between their conceptual-cognitive structures.

In short, concepts are never acquired in a finalistic fashion. Furthermore,
certain conceptual relations that are acquired may be inappropriate within a
certain context. We term such relations as “misconceptions.” A misconcep-
tion does not exist independently, but is contingent upon a certain existing
conceptual framework. As conceptual frameworks change, what was deemed
a misconception may no longer be a misconception; conversely, what is a
central conceptual relationship in one framework may be a profound miscon-
ception within another framework. The history of science is replete with
such examples.

At least two points must be made in summary. Firstly, concepts are not
independent entities but, rather, are complex collections of relations em-
bedded in a larger framework (or multiple frameworks). Secondly, these
bundles of meaningful relations we call concepts are, on the one hand,
capable of change, and, on the other hand, can never be acquired in any
finalistic fashion. Any new relations will affect, to some extent, the total
framework of relations.

Signs and simple isomorphisms are the essential furniture of the world.
More complex isomorphisms and relevant decoding systems form bridges
between relational systems; through the use of symbolization, signs and
isomorphisms are conceptualized and become the furniture of the conscious
mind. Signs, isomorphisms, and symbolic relations—which underlie all
meaning—are the basis for human understanding and consciousness. Thus,
relations (or patterns of relationships) are the basis for concepts, which, in
turn, are the substance of thought.

Reality, in creatures with symbolic conceptual systems, is not perceived in
an unbiased fashion. The world, figuratively speaking, is perceived by
human beings through conceptual filters. Sensation— the raw data of the
senses—is, in homo sapiens, transformed through conceptualization into
perception. Thus, human meaning at all levels, from the perception of the
world in which we live to higher abstract thought, is conceptual. Conscious
meaning is achieved through conceptualization; concepts being those pack-
ages of meaning—systems of relations—conventionally labeled with wo.rds.

Discerning or inventing a novel set of relations heretofore unknown in a
culture calls for a new concept (or conceptual framework) which can only be
grasped, even by its initiator, insofar as it can be articulated or communi-
cated. The invention of a new word is not sufficient if that word cannot be
explained and communicated in terms of other conceptual relations which
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already exist in the language. The implications are clear: two cultures may
not be able to communicate beyond certain shared sign meanings, and, an
individual deviant in a culture (one who has constructed alternative concep-
tual frameworks) will be understood only by those who can extend their own
conceptual frameworks in an appropriate way.

Becoming a member of a society entails sharing meanings with other
members of that society. In conscious organisms, these meanings are con-
ceptual. In primitive nervous systems, no symbolization occurs; responses to
stimuli or sign situations are acted upon reflexively, or, at best, habitually
subsequent to conditioning; there is, however, no conscious meaning. In
complex, sophisticated nervous systems, such as those of human beings,
conceptualization emerges and with symbolization reaches new, heretofore
impossible, levels of consciousness. Becoming a member of a human society
entails the progressive acquisition of both concepts and language, each con-
tingent upon, and influential of the other. Most human thought, therefore,
is, finally, conceptual and mediated through language.

All domains of human knowledge are basically conceptual symbolic sys-
tems or frameworks. Clearly, knowledge can be expressed in action, but
such knowledge can only be described or understood conceptually. Within a
single culture, we may find subcultures that employ different conceptual
frameworks and corresponding languages. Such highly specialized concep-
tual frameworks and languages cannot be understood by the uninitiated.
What holds a culture together are shared systems of meaning; what may split
cultures apart are unshared conceptual and symbolic systems. Highly spe-
cialized scientific disciplines, for example, are, or can become, subcultures
of this sort. Until an individual becomes socialized, or initiated, so to speak,
into a subculture—Ilearning to comprehend its conceptual frameworks and
corresponding languages—that individual will not be able to comprehend or
communicate with members of that subculture on questions regarding the
domain of interest of that subculture. Much of higher education and school-
ing in western civilization is the acquisition of specialized conceptual and
symbolic systems, subsequent to the acquisition of more general conceptual
and symbolic systems that bind a total culture together. These general and
specific frameworks constitute the substance of nearly all early, elementary
education and advanced education, respectively.

CONCEPTUAL RELATIONS

Thus far, we have briefly touched upon meaning and concepts, illustrating
the central role of relations. The analysis is far from complete, for we have
said nothing much of the distinction between information and knowledge
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nor discussed what is to be considered as “understanding” or “knowing.”
Epistemological analyses can be pushed further. All phenomena and records
of them are, for example, sources of information. Knowledge and under-
standing are the progressive conceptualization of such internalized informa-
tion. Whereas information may exist in any natural phenomenon, it is mean-
ingful only insofar as a nervous system can discern or create relations.
Knowledge is the process and product of conceptualization, the creation and
preservation of symbolic meaning. Understanding comprises meaningfully
acquired knowledge.

What is important at this point is the emphasis upon the primacy of
relations in all meaning; and, furthermore, the central role that symbolic
relations play in human cognition, in all human understanding. If relations
underlie all meaning, and concepts are the medium of thought and under-
standing, it follows then that we would greatly profit from an analysis of
conceptual relations. That is the thrust behind my proposal to construct a
taxonomy of conceptual relations. What types of conceptual relations exist?
Answering this question may provide a new, fruitful paradigm for research in
education.

Let me illustrate this point with a rudimentary analysis of conceptual
relations. I will refer to two fundamental types of conceptual relationships:

1. Set—element relationships, (i.e., set-subset), and
2. Whole—part relationships, (i.e., system—element).

Set—element relations underlie all classification systems. Classification
entails the grouping of anything, based upon certain properties, attributes,
or characteristics. Groups can be further classified leading to hierarchies or
taxonomies. In short the set—element relationship seems to be a basic syn-
thetic organization which underlies much of human conceptualization, es-
pecially in Western civilization. Not only can individuals, objects, events,
groups, and so on, be classified, but the very attributes, properties, and
characteristics used to classify can themselves be classified. We refer to the
basic means of classification as qualification and quantification. That is,
groups can be formed on the basis of certain properties or on the basis of the
amount of a certain property or properties. It seems that in one swoop, we
have covered much of conceptualization with one single relationship: the
set—element.

Is it possible, therefore, that the set—element relationship can serve as the
basis for a taxonomy of relations, all other relationships being subordinated
to this relationship? Frege (1966) showed that the whole—part relation alone
would not serve as a fundamental relation but that element-hood might. But
this refers to logical rather than psychological matters. What is sufficient for
a logical structure may be insufficient for psychological structures. It is
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possible to do arithmetic in set-theory, but as the failure of the New Math
showed, that is not how we do it. Psychologically, whole—part relations may
operatc independently of set-element relations.

The whole—part relationship refers to the organization of structures and
systems. For example, the structure of a body can be analyzed into its
constituent parts; an event can be analyzed in terms of its stages. Thus, an
analysis can always be seen in terms of a whole—part relation. A functional
system can be dissected spatially or temporally. That is, we can always ask
the question: What is X made out of? Or, if X is a functional system, we can
ask: How does X work? ’

Again, the whole—part relationship seems to subsume much of what can
be considered as human knowledge. Taken together, then, set-subset and
whole—part relationships can serve as a basis for a taxonomy of relations.
There may be other basic relations, but these two can for now suffice to
illustrate the usefulness of pursuing such a mode of inquiry. Future analysis
will focus on other types of relations. For example, causal relations can be
on the one hand, classified (set—subset) and, on the other hand, analyzed a;
temporal events (whole—part). Other complex relations such as metaphors
must be carefully investigated.

IMPLICATIONS FOR THE EVALUATION OF
COGNITIVE STRUCTURE

This represcnts only a first step toward a taxonomy of relations in content
and cognitive structures. Its completion will not be the achievement of a
§ingle investigator, but the cumulative achievement of many able groups. In
its current crude form, however, this analysis has many implications for the
study of cognitive structure and, indeed, for the st’udy of education in
general.

Any study of the cognitive structure of an individual needs to be epis-
temological as well as psychological. T have already implied that, although
H%eaning is personal, the coherence between personal meanings within a
d%scipline is what constitutes that discipline. So the evaluation of the cog-
nl.tive structures of individuals involves the evaluation of the content in a
dlscipline or subdiscipline as well as the evaluation of the cognition of an
individual. Both of these evaluations will be aided by a taxonomy of rela-
tions,

Let me consider content first. What types of relations exist in certain
bodies of knowledge? For example, using the two types of relations that I
have briefly analyzed in the previous section, we can clearly see that differ-
ent aspects of biology rely more heavily on different relations. Taxonomic
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biology is based almost entirely on set—subset relations, grouping organisms
into a hierarchical organization of kingdoms, phyla, classes, orders, families,
genera, and species. Anatomy and physiology, in contrast, are more fruit-
fully analyzed as whole—part relations. Anatomy is structurally oriented,
investigating the spatial organization or organisins, looking at how things are
built, and breaking organisms into organs or structured systems, such as the
skeleton into bones. Finally, physiology investigates how biological systems
function, and how the anatomical components work in coordination to adapt,
sustain, and perpetuate life.

Clearly these divisions of biology are gross and by no means mutually
exclusive. But then, so too is our currently available taxonomy of conceptual
relations. The way we classify organisms from a taxonomic point of view is
much dependent upon certain anatomical or structural considerations; the
ways organisins function physiologically is determined, to a large extent, by
their structural components. Furthermore, certain sub-domains of biology
have been invented to link biology to other domains, such as biophysics,
biochemistry, sociobiology, and so on. And, within biology, we speak of
areas such as neurophysiology, kidney physiology, the physiology of respira-
tion, and so on, as links between anatomy and physiology; or mammalian
physiology, the water physiology of the camel or the desert rat, as links
between taxonomy, anatomy, and physiology. Moreover, whole biological
subdisciplines such as genetics, at the macro-Mendelian level, or at the
micro-molecular level, have their taxonomic, anatomical, and phvsiological
aspects, as do botany, microbiology, and mycology. All this richness and
complexity notwithstanding, we seem to be able to gain some insight into
the nature of each of these complex areas, such as biology, by considering
the nature of the prevalent conceptual relations in each sub-domain.

In my view, these basic conceptual relations exist in all disciplined knowl-
edge. But a finer taxonomy of conceptual relations may help us to under-
stand the similarities and differences in knowledge structures. Obviously,
each discipline investigates different phenomena, but each deals too with
conceptual relations; for, as we have seen, relations underlie all meaning.

And what of cognition? How are different relations acquired? Are some
relations easier to acquire than others? Are there developmental trends or
are some relations more basic than others? And, can we teach some types of
relations more readily than others? A taxonomy of conceptual relations
would also aid in the methodologies used for evaluation. The administration
of clinical interviews to probe cognitive structure and to reveal existing
relevant prior knowledge (Pines et al., 1978) might be more efficiently car-
ried out. The task of pinpointing misconceptions would also be easier if we
had a systematic organization and understanding of conceptual relations. For
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example, a misconception may be the result of using a set—subset rela-
tionship when a whole—part relationship is warranted.

Cognition deals with the acquisition, retention, and manipulation of
meanings. These meanings are relational. Sensation, perception, and atten-
tion deal with the “extractions” of relations from our environments; memory
is, by and large, the “storage” of meaningful relations and their use in
thought and problem solving. Understanding the nature of relations, there-
fore, is a giant step toward understanding cognition. ,

CONCLUSION

In this chapter, I have attempted first to provide an analysis of meaning
demonstrating that relations underlie all meaning. Secondly, concepts were
shown to be the medium of thought, a symbolic network of relations through
which organisms such as homo sapiens, with complex nervous systems, ex-
perience reality. ’

An attempt to investigate the basis of human understanding is certainly no
new endeavor; it has been the realm of philosophers and psychologists for
ages. Many have attempted to provide catalogues of categories to explain the
entities of meaning or thought. Most have included within these catalogues
the category of “relationship.” I wish to subsume all meaning under this
single category with the hope that it will provide a new avenue for fruitful
educational investigation and practice. The example from biology is not
meant to elevate biology as the candidate for such analyses, but merely to
point out the value of such an approach.

Providing a taxonomy of conceptual relations, if it can be achieved, will, I
predict, have profound ramifications for research in cognition, developme’n—
tal psychology, and epistemology. All these, and other relevant areas too
n.umerous to list, will influence curriculum development, instructional plan-
ning, teaching, and learning, which are the cornerstones of education.
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KNOWLEDGE REPRESENTATION,
COGNITIVE STRUCTURE, AND
SCHOOL LEARNING:

A HISTORICAL PERSPECTIVE

Thomas J. Shuell

INTRODUCTION

The chapters in Part I of this book represent a relatively new approach to an
important and perennial concern—namely, the most appropriate way to
describe what students do and do not know about the information they are
learning. This concern has both practical and theoretical importance, and it
involves issues that overlap three different areas of research: curriculum,
educational psychology, and instruction. Because of this diversity of interest,
rather different approaches to the problem might be expected, and overall
such is clearly the case.

The authors of these chapters report on research being conducted in many
different countries. For the most part, they represent the same general
approach, although the goals they seek are rather different. Gilbert, Watts,
and Osborne (Chapter 2) and West, Fensham, and Garrard (Chapter 3)
report on specific techniques for describing cognitive structure. White
(Chapter 4) and Pines (Chapter 7) are concerned with the need to organize
cognitive-structure data in some meaningful way; White approaches this
concern primarily from a psychological and empirical perspective, while
Pines is more philosophical and theoretical in nature. Head and Sutton
(Chapter 6) remind us of the importance of including affective factors in our
concern for representing cognitive structure, and Champagne, Klopfer, and
Gunstone (Chapter 5) focus on the extremely important problem of how
instruction relates to changes in cognitive structure. Several of the chapters
accomplish other purposes in addition to the primary one listed above, and
overall the chapters compliment one another in very useful ways.

The primary purpose of this chapter is to provide a critique of the six
COGNITIVE STRUCTURE AND CONCEPTUAL CHANGE 117 Copyright © 1985, by Academic Press, Inc.
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preceding chapters. In undertaking this task, however, an .attempt will b.e
made to accomplish several additional goals in order to provide an appropri-
ate context for understanding the individual chapters. These goal.s include:
(1) providing a general overview of the issues addressgd in the various Chap-
ters, (2) identifying the commonalities among the various chapters,' (3) inte-
grating the various findings in some meaningful way, and (4) relating these
indings to school learning.

fm’i‘lhe%e are, of course, ?nany ways to approach the problem that these
authors have undertaken, and the topic has a long history in both psychology
and education (e.g., psychometrics, the study of human memory, ete,?.
While the present chapters share many of these historicz.ll concerns, their
approach is very different. The most noticable difference is that all of them
reflect the cognitive revolution that has occurred in psychology and educa-
tion since the early 1970s; consequently, they stand in rather sharp contrast
to the more traditional psychometric techniques that are available for de-
scribing what students know.

Before something is measured, especially something as complex as cog-
nitive structure, one should have a pretty good understanding of what it is
that they are trying to measure. Otherwise, the methodo.logy could become
the proverbial tail that wags the dog. Consequent.ly, 1ssues.such as the
psychological nature of knowledge, the purposes which one m.1ght have for
measuring cognitive structure, and some general methodologlcal concerns
will be discussed. It is hoped that this discussion will aid in developing
reasonable criteria against which the chapters (both individually and as a

whole) can be evaluated.

THE PSYCHOLOGICAL NATURE OF
KNOWLEDGE

Both Pines and West et al. make the point that a combination of epis-
temological and psychological issues must be dealt with when studying cog-
nitive structure. For years, psychologists and philosophers have pursued a
variety of issues concerned with the locus and the nature of knowl.edge. As
used here, locus refers to the debate as to whether knowledge ex1st§ as an
objective entity in the real world or as a psychological entity in the minds of
individuals (either collectively or individually). The nature of knowledge
refers to the different types of knowledge that exist, regardless of where the
knowledge is located. Both of these issues are relevant to our present con-
cerns and will be discussed in turn. o N

Many individuals tend to think of knowledge as an o'bjectlve cgllectlon 0
facts and relationships which together comprise a particular subject matter
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discipline. This “discipline” is thought to exist in books and encyclopedias
and to constitute the knowledge that is taught to students in school. Others,
most notably psychologists, view knowledge as something that exists either
primarily or exclusively in the minds of individual people—a discipline
merely represents a group of individuals (i.e., experts in that discipline) who
have extremely similar mental representations. The distinction is basically
one between the logical and conceptual aspects of a subject matter disci-
pline, on the one hand, and the psychological and cognitive aspects of knowl-
edge representation, on the other. That this issue is still current and unre-
solved is evidenced by the recent debate in the Educational Psychologist
between Phillips (1983), Greeno (1983), and Shavelson (1983).

As it turns out, however, there is no one body of knowledge. Knowledge
about a particular topic can reside in several different locations, and while
these bodies of knowledge are related, each one is different from the others
in important ways. When we try to measure cognitive structure, we should
know which one we are dealing with.

Gilbert et al. identify five “locations” where different bodies of knowledge
(science in this case) exist: (1) scientists” science, (2) curricular science, (3)
teachers’ science, (4) children’s science, and (5) students” science. Their
taxonomy is the most complete delineation I have seen, and it appropriately
represents the various sources of knowledge that must be considered when
seeking an adequate understanding of knowledge representation in the con-
text of school learning. Similar, although less comprehensive, distinctions
are made between public knowledge and private understandings by West et
al. and among the knowledge representations of uninstructed students,
novices, and experts by Champagne et al. Both qualitative and quantitative
differences exist among these various sources of knowledge, and these dif-
ferences must be related to one another in meaningful ways if one is to do
the most effective job of teaching possible.

The second concern that needs to be considered in attempting to describe
cognitive structure has to do with the different types of knowledge that can
exist within each of the various loci discussed above. Although at times there
is a tendency to think of all knowledge as being basically the same, this way
of thinking is beginning to change. In fact, a variety of psychologists, edu-
cators, and philosophers have been suggesting for some vears that there are
several, basically different types of knowledge. Within psychology at the
present time, the most commonly encountered distinction is between pro-
cedural knowledge (sometimes referred to as algorithmic knowledge) and
propositional knowledge (also referred to as declarative knowledge or se-
mantic knowledge). Several of the present authors (White; West et al.;
Champagne et al.) make this distinction in some way, employing one of the
terms listed above.
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The modern-day distinction between propositional and procedural knowl-
edge is often traced to the distinction made by Gilbert Ryle (1949) between
“knowing what” and “knowing how.” Generally speaking, procedural knowl-
edge refers to one’s ability to perform the various procedures necessary to
perform some task. The task can be either psychomotor or intellectual.
Gagné (1977; Gagné & White, 1978) refers to this type of knowledge as an
intellectual skill, a term that emphasizes that procedures can be mental as
well as motor, although Gagné (1977) also identifies motor skill as a separate
type of learning outcome. Propositional knowledge, on the other hand, re-
fers to the systematic and organized body of knowledge that we have about
something, and nearly all attempts to describe cognitive structure have
focused on propositional (semantic) knowledge. Knowledge, however, clear-
ly is not limited to these two types. For example, Gagné and White (1978)
identify four types of organized memory structures: (1) intellectual skills, (2)
networks of propositions (propositional knowledge), (3) images, and (4) epi-
sodes (autobiographical and temporally related information). These distinc-
tions are discussed in several of the preceding chapters, and White uses
them as the basis for identifying various dimensions of cognitive structure.

Within education, there also have been several attempts to distinguish
among various types of knowledge, either implicitly or explicitly. Probably
the two most commonly encountered systems are the so-called Bloom tax-
onomies of educational objectives (e.g., Bloom, Engelhart, Furst, Hill, &
Krathwohl, 1956) and the various types of learning outcomes identified by
Robert Gagné (e.g., 1962, 1977; Gagné & White, 1978). Piaget’s (1972)
theory of cognitive development also could be cited as an example that
bridges both psychology and education.

Being aware that there are different types of knowledge has important
implications for both our theoretical understanding of how knowledge is
represented and for educational practices. Acquisition of one type of knowl-
edge, for example, does not automatically enable that person to perform a
related task involving a different type of knowledge; for example, learning
about something (i.e., propositional knowledge) does not mean that the
learner will also be able to apply that information in a procedural manner,
since a fundamentally different type of knowledge is involved.

Although there have been various approaches to the measurement of
knowledge, especially cognitive structure, concern for the most appropriate
ways to characterize knowledge for instructional purposes has received very
little, if any, attention. Some of these issues will be dealt with in later
sections of this chapter, but before these issues are discussed, some consid-
eration must be given to the way in which the appropriateness of any set of
measurement procedures depends upon the purpose one has for wanting to
do the measurement in the first place.
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PURPOSES FOR DESCRIBING STUDENTS’
KNOWLEDGE

The purpose one has for wanting to measure something provides the most
appropriate and valid source of criteria for evaluating the particular approach
being followed. Different approaches often are appropriate for some situa-
tions and inappropriate for other situations, depending on the goal one is
trying to accomplish. Basically, there are two general purposes for wanting
to describe cognitive structure—one research oriented, the other instruc-
tionally oriented.

Many individuals interested in measuring cognitive structure are con-
cerned primarily with obtaining a better understanding of how the human
mind operates, how students learn, what knowledge students possess, how
knowledge evolves psychologically, and many other similar types of con-
cerns. These more or less traditional research concerns generally are de-
scriptive rather than prescriptive in nature (Shuell, 1982) and the practical
consequences of the research tends to be long-term rather than short-term.
This type of scholarly and scientific understanding has a perfectly legitimate
role within education, but the nature of this endeavor needs to be under-
stood if we are to profit most from what it has to offer. Most of the present
chapters reflect this purpose as their primary concern, and this focus is
especially evident in the chapters by Pines, White, West et al., and Head
and Sutton. ’

Instructional purposes include concerns about performance assessment
and/or the making of instructional prescriptions. The former involves infor-
mation about what students know and the extent to which they are making
progress toward some instructional goal or objective. The latter concern
involves issues that have to do with the manner in which teachers can or
should use information about the knowledge their students have in order to
make instructional decisions. The concern here is more for prescriptive
rather than descriptive knowledge (Shuell, 1982) about cognitive structure.

Although the distinction is not completely clear cut, the Gilbert et al. chap-
ter and especially the Champagne, Klopfer, and Gunstone chapter seem to
focus more on this instructional purpose than do the other chapters.

THE MEASUREMENT OF COGNITIVE
STRUCTURE

) For many years, attempts to describe (i.e., measure) students’ cognitive
nowlec.lge have employed standard psychometric procedures. This ap-
proach is based on several assumptions including: (1) a model of knowledge
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based on associations and stimulus-response relationships, (2) a focus on the
quantitative rather than the qualitative aspects of knowledge (i.e., measur-
ing amount learned rather than extent), and (3) a methodology that concen-
trates on statistical factors (e.g., normal distributions, etc.) and a particular
format (i.e., multiple-choice questions). It would also be fair to say that while
the issue was never dealt with in an explicit manner, the assumption gener-
ally was made that knowledge exists as subject-matter disciplines rather than
psychological entities, although there certainly has been a tremendous sen-
sitivity to the psychological aspects of measuring knowledge. The psycho-
meteric approach has proven to be very effective for many situations, and
the procedures that have been developed clearly represent one of the major
advancements made in the fields of psychology and education during the
past century.

Gradually, however, we began to realize the limitations of these assump-
tions and the inability of traditional psychometric procedures to capture the
complexity of certain types of knowledge (i.e., cognitive structure). As a
result, newer, more appropriate procedures for representing knowledge and
describing the cognitive structure of students were developed. Nev-
ertheless, many of the methodological concerns of the psychometric ap-
proach are sound and need to be considered in evaluating these newer
approaches. In addition, any comprehensive model of cognitive structure
must be able to explain associations and associative data (since they clearly
exist) as well as the more complex relationships characteristic of cognitive
structure.

Several different approaches to the measurement of cognitive structure
can be identified. Speller (1983) has identified five, basically different mod-
els of knowledge representation that differ in terms of their “(a) overall
organizational patterns, (b) the kinds of information represented, (¢) t'he
units of representation (format), and (d) the nature of the relationships
among the units of information” (p. 13). These five models are (1) concept
models, (2) propositional grammar models, (3) schema models, (4) algorithm
models, and (5) computer simulation.

Although a variety of specific technigues for measuring cognitive structure
are available, no further attempt will be made here to summarize these
methods. Summaries of techniques currently in vogue, including those de-
scribed in these chapters, are available elsewhcre (e.g., Driver & Erickson,
1983; Sutton, 1980; Sutton & West, 1982). Concern for integrating these
approaches and summarizing the data they produce is evident in the pre(.:ed—
ing chapters with, for example, White’s concern for identifying dimensions
of cognitive structure and Pines’ concerns for developing a taxonomy of
conceptual relationships. It should be noted that the preceding chapters
tend to focus on content (i.e., propositional knowledge) rather than process
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(i.e., procedural knowledge) and to be concerned with interview techniques
for measuring cognitive structure.

METHODOLOGICAL ISSUES

Two general concerns are worth discussing here with regard to meth-
odology: (1) limitations of the data collecting techniques, and (2) ways in
which the techniques might be made teacher useable (analogous to teacher-
made tests). It might be noted that these two concerns are at least roughly
parallel to the two purposes for measuring cognitive structure identified
earlier.

While interview techniques can be very effective tools, one must (as is the
case with any measurement procedure) exhibit some concern about their
replicability. This comment is not meant to suggest a lack of care or
awareness on the part of the authors of the preceding chapters but to identify
a legitimate limitation inherent in any approach. With care this limitation
can be taken into account in such a manner that the usefulness of the
technique can be preserved. The difficulties with this technique include, for
example, the fact that students often are not able to articulate what they
know and what they do not know. Nevertheless, as Ericsson and Simon
(1980) point out, verbal reports are data which must be accounted for, and
the psychological mechanisms that produce these data must be explained in
the same manner that we try to explain other forms of behavior, including
performance on psychometric tests. Individuals who use these techniques—
or any methodology, for that matter—should be aware of the potential
problems, as well as the potential advantages, that are characteristic of that
methodology. It is only with this awareness that meaningful conclusions can
be drawn.

While interviews are legitimate means of collecting data and may be the
most appropriate method for achieving certain purposes, other methods
should not be overlooked or categorically rejected. Each technique has cer-
tain advantages and disadvantages, and use of any particular one involves
trade-offs between these advantages and disadvantages. A combination of
methods often provides us with our best understanding of a phenomenon.
For example, multiple-choice tests and other “objective” procedures have
certain advantages in addition to the limitations discussed earlier, and we
sometimes forget that with careful development they are capable of measur-
ing certain aspects of more complex cognitive behavior not totally unlike the
relationships encountered in measuring cognitive structure.

For example, Anderson, Reynolds, Schallert, and Goetz (1977) used care-
fully designed multiple-choice questions to distinguish which of two alter-
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nate schemata individuals were using to comprehend a prose passage—the
responses to the various questions were selected 50 that one pattern of
responses would indicate the use of one schema while a different pattefn
would indicate use of the other schema. Likewise, Siegler (1980) used chil-
dren’s response patterns to complex cognitive tasks (including errors) to
determine their level of understanding of various concepts and rules. The
task was analyzed and the permissible responses that the childrer.l could
make were constructed in such a manner that one could determine the
cognitive rules that they were using to respond t? the fask (i.e., one rule
would produce a particular series of responses while a dlﬂerent rule would
produce a different pattern). Thus, more objective techniques can be used to
assess at least some of the complexities of cognitive structure, and pro-
cedures (such as the I.A.1. technique discussed by Gilbert et al.) that. try. to
combine the advantages of both the more objective and the more subjective
approaches have also been developed. . . .

The difficulty involved in the use of more subjective technlques. lies not
with the inappropriateness of the traditional concerns of psychometrics (e.g.,
objectivity, reliability, validity, and so forth), but in how t.he.se concerns
might be meaningfully realized for the situation in which one is interested—
in this case, measuring cognitive structure. Some of these concerns for
meaningful scientific measurement have been addressed, at least to some
extent, in the present chapters. For example, Gilbert, Watts, and.Osb(?r.ne
discuss issues associated with reliability and validity, while White identifies
three “tests” that should be passed by any set of dimensions used for charac-
terizing cognitive structure, namely, (1) practicality, (2) robustness, an.d 3)
creativity. These types of concerns need to be addressed more systematl.cally
if viable techniques for measuring cognitive structure are to be realized.

One issue concerning the measurement of cognitive structure has to dlo
with the extent to which the procedures can be used by teachers. This
concern need not be a general requirement (it is perfectly appropriat?, as we
have already seen, to have purposes that are more reSfearch than mstr.uc—
tionally oriented), but if any kind of practical utility is desired, at some point,
consideration must be given to teachers’ ability to use appropriate assess-
ment procedures. Teacher-made tests, as well as standardized .tests, were
considered to be a legitimate concern of traditional psychometrics, and the
same should be true of the overall attempt to describe the cognitive struc-
ture of students. Appropriate methods to measure cognitive structure ca\n
provide valuable feedback to teachers and can assist in the. teaching process
itself. While this goal may not be fully realized for some time to come, it1s
not too early to begin thinking about it. It is encouragipg to note that efforts
to inform teachers about the relevance of these techniques has already be-
gun (see, for example, Gilbert et al.).
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Data collected from the open-ended type of procedures discussed in pre-
ceding chapters can be very diverse and difficult to interpret. In order to
make sense out of this type of data, some systematic and meaningful system
for organizing the data is needed. Scientific investigation depends on this
type of data reduction, although any system of data reduction emphasizes
certain aspects of the raw data while ignoring other aspects. While this
inevitable limitation suggests some caution in advocating one particular ap-
proach, we nevertheless must seek methods that best suit the purposes we
are trying to achieve.

Four of the chapters, with somewhat different purposes in mind, explicitly
suggest categories or dimensions for summarizing cognitive structure data.
White suggests nine dimensions based on the Gagné and White (1978)
model of memory structures. These dimensions are concerned with such
things as the extent, precision, and variety of the students” knowledge struc-
ture. West et al. suggest five different dimensions concerned with such
things as the integration, differentiation, and depth of knowledge. The West
et al. dimensions arose out of their attempt to find a meaningful way of
describing cognitive structure—an approach that is primarily “bottom-up”
when compared with the more theoretical approach taken by White. Nev-
ertheless, the two approaches have a number of similarities, and although
data are presented in support of both sets of dimensions, it is extremely
difficult, if not impossible, to determine at the present time which if either
approach is the most appropriate way of characterizing cognitive structure.

A somewhat different approach is taken by Gilbert et al. These investiga-
tors identify “five distinctive types of understanding” concerned with the
“types of talk and function” evident in interviews about the meaning of
various scientific words. These five types—personal, task, card, concept,
and framework—appear to be primarily functional in nature, although the
authors do not provide a rationale for their selection. Finally, Pines suggests
two fundamental types of conceptual relationships: set-subset relationships
and whole-part relationships. The ultimate usefulness of these various sys-
tems for characterizing cognitive structure will depend on their ability to

relate to and help explain other types of psychological and instructional
variables.

KNOWLEDGE REPRESENTATION AND SCHOOL
LEARNING

As emphasized in several of the chapters in Part I, school learning involves
more than the mere acquisition of many isolated facts—although we all know
of classrooms where this appears to be the main objective. Rather, most
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people view education as the means by which students develop and/or
change complex cognitive structures involving not only facts but also rela-
tionships which tie the facts together into meaningful wholes. The important
educational question, then, becomes one of how we can help students ac-
quire appropriate cognitive structures or change their existing ones in appro-
priate ways. This task is not nearly as simple as it may seem. As Shavelson
(1981) points out, for example, in teaching any subject matter there is a need
to address four related topics: (1) the subject matter being taught, (2) the
student, (3) the teacher, and (4) the instructional context. The bottom line,
however, is student learning, and consideration must be given to how this
can occur in the most productive manner.

In recent years, there has been a change in the way people think about
learning in general and school learning in particular. In many ways this
change has accompanied the so-called cognitive revolution in psychology. At
the present time, learning is generally considered to be an active, construc-
tive process rather than a passive, reproductive process (as was the general
case in the 1960s and early 1970s). Although some individuals, of course,
have long considered learning to be an active process, this orientation did
not become part of the mainstream of psychological thinking until fairly
recently.

While this change in conceptualization was taking place, however, those
individuals most interested in cognitive structure, knowledge representa-
tion, and cognitive psychology showed little concern for learning as such—
that is, concern for the factors or variables that influence changes in human
performance, knowledge structures and/or cognitive conceptions. This sit-
uation is gradually beginning to change. Probably the first modern attempt
to develop a cognitive conception of learning was Rumelhart and Norman’s
(1978) logical analysis of the nature of learning within a schema-based repre-
sentational system. According to Rumelhart and Norman, there are three
qualitatively different kinds of learning:

1. Accretion, or the encoding of new information in terms of existing
schemata;

2. Tuning or schema evolution, which involves the slow modification
and refinement of a schema as a result of using it in different situa-
tions; and

3. Restructuring or schema creation, which is the process whereby new
schemata are created.

Meaningful school learning involves all three types, with different types of
learning being most appropriate in different instructional situations. Each
type must be taken into account in developing an adequate understanding of
cognitive structure and its relationship to school learning.
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As Gilbert et al. point out and Champagne, Klopfer, and Gunstone clearly
document, students enter a classroom with preexisting conceptions that
determine how the instructional material and events encountered in the
classroomn are interpreted. This fact is not too surprising when one realizes
that all individuals are active learners trying to make sense out of the world
and events that surround them. As a result of their many experiences
students have developed their own conceptions before they ever enter;
classroom, and in many cases the individual has found these conceptions to
be quite successful. Tt is important to remember, especially with regard to
school learning, that all learning is cumulative—no learning occurs in
isolation.

At times, the students’ preexisting conceptions are consistent with what is
being taught, but at other times—as Champagne, Klopfer, and Gunstone
demonstrate—these preexisting conceptions can be antagonistic to the con-
c.eption that the teacher is trying to present, and these preexisting concep-
tions can be extremely difficult to change. The importance of this point is
clearly evident in the following statement by Champagne, Klopfer, and
Gunstone: ) ,

Students misunderstand physics instruction because they interpret their physics
lectures and texts in the context of their real-world definitions of the terms re;ther
than in the way that the text or teacher is using the terms. For example, stud«;nts use
the terms, speed, velocity, and acceleration interchangeably.

This realization has very important implications for instruction.

' What then, can be done to help students change their cognitive structures
1n.appropriate ways? Anderson (1977) discusses several Ways in which it
might be possible to make substantial changes in higher level conceptual
fraln?works of the type being discussed here, including Socratic questioning
and forcing students to confront difficulties in their current way of thinking
and helping them to discover the ability of a different schema to resolve
these difficulties. The more specific instructional strategies suggested by
Champagne, Klopfer, and Gunstone represent an important step forward
since the procedures are derived from a logical and theoretical analysis of
several factors involved in the acquisition or modification of knowledge
structures. The viability of these procedures for meaningful learning in the
classroom is clearly a matter worth pursuing further.

' One final concern that needs to be addressed in discussing the rela-
tlonship between knowledge representation and school learning is found in
the distinction among the various sources of knowledge made by Gilbert et
al. These various sources must be taken into account when considering
classroom learning, and the ability to coordinate them has important im-
plications for both curriculum planning and instructional planning. The as-
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sessment of what students know relative to what we want them to know
provides information that can be used for both student evaluation and/or
diagnosis (i.e., what knowledge does the student need to acquire next), but
this process can be effective only if we keep in mind the various types of
knowledge that we are dealing with and the various instructional procedures
that can be used to help students learn the desired knowledge.

IMPLICATIONS FOR FUTURE RESEARCH

The preceding chapters have a number of important implications for fu-
ture research. Some of these implications reflect limitations of current re-
search on cognitive structure, while other implications build upon and ex-
tend current findings. It must be recognized that any approach to the
measurement of knowledge makes certain assumptions about the nature of
knowledge. This is true whether, for example, traditional psychometric pro-
cedures are used to measure knowledge which is thought to consist of asso-
ciative bonds, or cognitive mapping procedures are used to represent com-
plex relationships among various aspects of cognitive structure. These
assumptions need to be challenged in an attempt to determine the most
appropriate way (or ways) of representing knowledge for instructional pur-
poses. Do some measurement approaches, for example, relate better than
others (either empirically or theoretically) to various factors related to in-
struction (e.g., student characteristics, different types of instructional out-
comes, instructional/learning variables, and so forth)?

Another concern worth pursuing has to do with the advantages and disad-
vantages of thinking about the qualitative and the quantitative aspects of
knowledge. Related to this concern are issues involving the soundness of
scientific data. The traditional concepts of reliability and validity, for exam-
ple, may be difficult to implement in some situations, but the concepts are
sound ones nevertheless, and methods to deal with the concerns they repre-
sent must be found if our investigations are to remain based on sound data.
Science transcends any given paradigm or method, and as our investigations
move into new areas, we must be creative in meeting the challenge of
finding new ways to validate our results.

Another general concern for future research involves the role of
instructional variables. How exactly, for example, does one help a novice to
become an expert? Champagne, Klopfer, and Gunstone make a beginning in
this direction, and the effort should continue. Along this same line, several
of the chapters suggest that learning should be meaningful, but what does a
teacher do to help make classroom learning a meaningful experience? We
certainly know something about this task, but much more information is
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needed before we have a clear understanding of exactly how meaningful
learning can be facilitated. For example, is it sufficient to present missing
knowledge to a student once we have discovered what he or she already
knows, or should we try to elicit certain learning processes, perhaps b
employing an advance organizer? (Ausubel, 1968). We have ,little precisz
knowledge in this regard that is capable of guiding a teacher’s decision about
what to do next (Shuell, 1981). 7

Finally, it was noted earlier in this chapter that the acquisition of one type
of knowledge does not automatically provide one with the ability to perform
a relellted task that involves a different type of knowledge; for example
learning about something (propositional knowledge) does not mean that thf;
learner will also be able to use that information in a procedural manner since
:'slpplication involves a fundamentally different type of knowledge. This real-
ization has important implications for research concerned with the retention
and transfer of knowledge. An individual's cognitive structure involves both
(and perhaps other) types of knowledge, and we need to investigate various
ways of representing knowledge in order to determine the extent to which
they can be appropriately related to methods of instruction known to be
effective in helping students to acquire, retain, and transfer the large
amount of knowledge presented in school. i

CONCLUSION

This chapter has addressed a number of general concerns associated with
.the measurement of cognitive structure and its relationship to school learn-
lng..Its main purpose has been to discuss the six preceding chapters in this
section of the book and to place their contributions into an appropriate
context. Together the chapters represent a useful state of the art report on
the measurement of cognitive structure and school-type knowledge. Hope-
iunlg/ tile)zl.will ?rO\}/]ide a stimulus to further advances in our theoretical

erstanding of s arni ‘ arni ili
oot effec%ive t;:a;)}(l)ilnl;arnmg and how that learning can be facilitated
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ACQUIRING AN EFFECTIVE
UNDERSTANDING OF SCIENTIFIC
CONCEPTS*

F. Reif

In quantitative sciences, such as physics, special concepts and associated
principles are logically the basic building blocks of the knowledge used to
deduce important consequences, make predictions, and solve problems.
However, mere definitions of concepts or statements of principles are psy-
chologically far too primitive building blocks to permit the performance of
complex intellectual tasks.

To be functionally useful, a conceptual building block (or “concept sche-
ma”) must include a concept accompanied by the ancillary knowledge
needed to make the concept effectively usable. In particular, this knowledge
must be sufficient to ensure that the concept can be used reliably, that is,
without errors or ambiguities; easily and rapidly, so that use of the concept
leaves adequate attention and time available to deal with other aspects of
complex tasks; and flexibly, so that the concept can be used reliably in
diverse and unfamiliar contexts. Similar comments can be made about a
principle relating previously defined concepts.

The ancillary knowledge, required to make a concept or principle effec-
tively usable, is far from trivial. Striking evidence supporting this statement
comes from several recent studies (e.g., Viennot, 1979; Trowbridge and
McDermott, 1981; Clement, 1982; di Sessa, 1982). These show that many
students, after having studied physics concepts and having been familiar
with them for an appreciable time, may nevertheless lack the ancillary
knowledge needed to use such concepts reliably. Correspondingly, they
exhibit major misconceptions and errors.

The preceding comments indicate the importance of analyzing and expli-
cating the ancillary knowledge required to make a scientific concept or

*This work was partially supported by the National Science Foundation under Grant No. SED
79-20592. 1 am indebted to Joan I. Heller for useful comments.
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principle affectively usable. Such an analysis, discussed in this paper, is
interesting and useful from several points of view:

1. From a scientific or psychological point of view, such an analysis helps
make explicit underlying knowledge which is necessary (although not suffi-
cient) for any scientific problem solving. (Reif 1981; Reif & Heller, 1982). It
also helps reveal important knowledge which is often “tacit”, i.e., which is
possessed by experts without their conscious awareness of its existence.
Finally, such an analysis can help to predict many of the difficulties and
errors exhibited by inexperienced students.

2. From the practical perspective of teachers, such an analysis can help
to identify important knowledge essential to students’ understanding and
learning of concepts or principles. Accordingly, it can be useful for diagnos-
ing and minimizing the difficulties experienced by many students. Further-
more, it can provide the basis of explicit instructional methods for teaching
concepts or principles more effectively.

3. From the practical perspective of students, such an analysis can pro-
vide guidelines for studying concepts more effectively and can thus help
students to acquire some important general learning skills.

As the analysis in the following pages indicates, the basic ancillary knowl-
edge required to make a concept or principle effectively usable is remark-
ably large (although it is commonly possessed by any expert). This is one
reason why the learning of a new scientific concept is a difficult task for
students.

KINDS OF CONCEPTS AND ASSOCIATED
ANCILLARY KNOWLEDGE

The simplest kind of concept is a particular “entity” (e.g., “the sun”). Any
member of a specified set of entities (e.g., “triangle,” “particle”) is then a
“generic concept” or “variable.”

A “property” is a more complex kind of concept used to describe one or
more other concepts called the “independent variables” described by the
property. This description is achieved by associating a unique value of the
property for any possible set of values of the independent variables.! (If the
property is a “quantity”, its values are numbers; otherwise they may be
members of any other specified set.) For example, “area” is a property
describing a surface by associating a particular value (a positive real number)
to any member of a set of entities called “surfaces.” Similarly, “color” is a
1A property is thus, in a generalized sense, a mathematical function associating a unique value
of a variable to any set of values of some independent variables.
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TABLE 9.1 Interpretation of a Concept

Specification
Specification of concept
Summary description
Informal description
Procedural specification
Applicability conditions
Specification of concept values
Ingredients and symbolic expression (elements specifying type, units)
Possible values (and typical values) ’
Specification of independent variables
Basic independent variables and symbolic expression
Relevant properties of independent variables
Instantiation
Various values of independent variables and of their properties
Various symbolic representations
Error prevention
Warnings about likely errors (see Table 2)
Discrimination between each error and correct case
Helpful symbolism

property describing an object by associating a particular value (one of the set
gfconcegz’ts “red,” “yellow,” “green,” . . . ) to any object. As a last example

'velocity is a concept describing jointly a particle, a reference frame, and a;

time l?y associating a vectorial numerical value to any particle for any refer-
ence frame and for any time. The particular independent variables described
by a property are indicated by appropriate prepositions: for example, one
speaks of the area of a surface; or of the color of an object; or of the ve]oc’ity of
a particle relative to a particular reference frame at some specified time.

The discussion in the following pages will deal predominantly with prop-
e'rty concepts, because these are centrally important to provide the descrip-
tlofls needed in any science. The analysis of the ancillary knowledge re-
quired to make a property concept effectively usable includes, as a subset
the ancillary knowledge for a simple entity concept. Furthermore, as disi
cussed later, the ancillary knowledge for a property concept is essent’ially the
same as that for a principle.

The most important ancillary knowledge, required to make a concept
effectively usable, is that required to interpret the concept appropriately
This knowledge, summarized in Table 9.1 and discussed in the next threé
sec'tions, includes that needed to specify the concept, to achieve this specifi-
cation in various particular instances, and to do this without committing
errors of interpretation. The other kinds of ancillary knowledge (e.g., knowl-
edge about basic implications, knowledge about alternative symbol'i;: repre-
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sentations, and guidelines about when and how to use the concept) will not
be discussed further in this paper. However, the analysis of the ancillary
knowledge needed for concept interpretation will be used to point' ou.t some
practical implications for the teaching of scientific concepts or principles.

SPECIFICATION KNOWLEDGE

As indicated in Table 9.1, the most basic knowledge required to interpret
a scientific concept is that needed to specify the concept fully and unam-
biguously. The important components of this “specification knowledge™ are

now discussed in turn.

SPECIFICATION OF A CONCEPT

Ultimately, the meaning of any scientific concept must be spe.cified by
explicit rules (e.g., definitions) which ensure that the concept is unam-
biguously identified so that it can lead to clearly interpretable scientific
knowledge. The following ways of specifying a concept are all useful—.sum-
mary descriptions because they are compact and easily remembered, infor-
mal descriptions because they clarify the essential meaning of a concept, zlind
procedural specifications because they provide the most detailed specifica-

tion.

Summary Description

A summary description of a concept is useful because it provides a brief
and precise statement of the meaning of the concept, a statement which can
be easily remembered and used as the starting point for more complete
elaborations. A typical example of such a summary description is the forma’!
statement a = dv/dt which defines compactly the concept “acceleration
(denoted by a) in terms of the velocity v and the time ¢.

Informal Description

An informal description of a concept is useful because it specifies t.he
essential meaning of a concept without undue precision or exces.sive details.
By focusing attention selectively on a few salient features, an informal dfe-
scription can help in relating a concept to more familiar knowl.edge a.nd in
retrieving the concept in complex situations. Indeed, such gualltatlve infor-
mal descriptions (and methods of successive refinement which [.)rocef.ec.l fr(.)m
qualitative to more detailed descriptions) can be very useful in facilitating
problem-solving tasks. (Larkin and Reif, 1979).
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For example, the acceleration of a particle may be described informally by
statements such as “acceleration is the rate of change of velocity with time”
or “acceleration is a quantity describing the small change of a particle’s
velocity during a small time.” Such statements are admittedly rather vague,
but they make quite clear what essential quantities are interrelated by the
property “acceleration” and when this property might be relevant.

Procedural Specification

The preceding specifications of a concept, whether formal or informal, are
descriptive (or “declarative”); that is, they are expressed in terms of state-
ments asserted to be true. A very important alternative way of specifying a
concept is by means of a step-by-step procedure specifying how to identify or
exhibit the concept. Such a “procedural specification” provides the most
explicit and detailed specification of a concept. It also has fundamental scien-
tific importance as an operational definition which specifies what one must
actually do to decide whether a concept is properly identified.

These remarks can be exemplified by the following procedural specifica-
tion of the concept “acceleration”: (1) Consider a specified particle P. (2) At
some specified time ¢, consider the velocity of v of P relative to some spec-
ified reference frame R. (3) For comparison, consider some neighboring time

' = t + At and consider the velocity v’ of the particle P at this time. (4) Find
the velocity change Av = v' ~ v by subtracting vectorially the old velocity v
from the new velocity v'. (See Fig. 9.1.) (5) Calculate the ratio Av/At. (6)
Verify that the time ¢’ has been chosen sufficiently close to ¢ so that a closer
choice, making At smaller, would leave the ratio Av/At unchanged within
the desired precision of description. In this case denote At by dt and Av by
dv. (7) Identify the resulting ratio as the concept of interest and name it the
“acceleration of P relative to R at the time t.”

The preceding procedural specification makes abundantly clear the many
complexities involved in the definition of the concept “acceleration,” com-
plexities which are largely hidden in the formal descriptive specification a =
dv/dt. Indeed, the distinction between a procedural specification and a
formal description is strikingly apparent in practice. For example, when
students are asked to find the acceleration of a pendulum bob at the extreme
position of its swing where its velocity is zero, many students say that the

v Ay ﬁ=dy/dt
v

FIGURE 9.1 Velocity change and acceleration.
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acceleration is zero. Most of them continue to make this claim vociferously,
even when they are specifically asked to use the definition of acceleration,
written out explicitly as a = dv/dt = (v/ = v)/(t’ — t). But when these
students are asked to follow the steps of the procedure specifying the accel-
eration, they change their minds and realize that the acceleration is non-
zero. (Of course, experts are much more skilled in translating a formal
description into a corresponding procedure.)

As another example, when novice students are asked to find the compo-
nent of a vector V along some specified direction i, most can easily answer
this question when the direction i is horizontal, as shown in Figure 9.2a. On
the other hand, they often have difficulties in more general cases, such as
that shown in Figure 9.2b. But such difficulties disappear if students have
learned the procedure specifying how to identify or find the component of a
vector along some given direction. The reason is that such a procedure does
not merely rely on the recognition of a familiar pattern. (Instead, it identifies
the component by the general process of drawing, from the ends of the arrow
representing the vector V, lines parallel and perpendicular to the given
direction i.)

As the preceeding examples illustrate, it can be pedagogically very useful
if students are asked to explain the meaning of a concept by specifying an

appropriate procedure.

Applicability Conditions

A detailed procedural specification helps make apparent the conditions
under which a concept may legitimately be applied. Such applicability con-
ditions must be made quite explicit to help avoid misinterpretations and

errors.
For example, the concept “acceleration” can be applied to any particle,

but not indiscriminately to any system of particles (a mistake sometimes
committed by students). As another example, the concept “potential ener-
gy” must be accompanied by the applicability condition specifying that this

{a) (b)

FIGURE 9.2 A vector V and a direction i.
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ctoncept can be used only for interactions described by conservative forces
(1.et., fo;ces which do work independent of the process between states of a
system.

SPECIFICATION OF CONCEPT VALUES

The specification of a concept implies a corresponding specification of its
values. Although such a knowledge about values is relatively simple, it needs
to be made explicit if errors are to be avoided. Table 9.1 and the ;"ollowin ,
paragratphs outline the most important knowledge about the values ofi
concept.

Value Ingredients

The value of a concept is ordinarily specified by several ingredients, the
elements needed to specify the type of value and the units needed for spécifi-
cation. For example, the concept “acceleration” has values which are vec-
tors. The elements needed to specify this type of value are a “magnitude”
and a “direction.” The units are “meter/second?”. 7

In the case of value specification, as well as in more complex cases dis-
cussed later, the use of explicit symbolic expressions is an important aid to
ensure C(()‘rrect usage of a concept. For mere adherence to proper symbolic
form (or “syntax”) helps automatically ensure that a specification is complete
and correct. For example, an appropriate symbolic expression for a value of
thfe concept “acceleration” is “(magnitude with unit of length/time2) along
f‘dlre,(’:tion). Here anything enclosed between angular brackets indicates a

slot” to be filled by an instance of the specified kind of entity. For example
a correct value specification of an acceleration might be “1.6 m/sec? along);
the no’r’thern direction”. By contrast, a value specification such as “1.6
m‘/sec2 would be incomplete and thus ambiguous because the slot aboilt
direction has not been filled in. Similarly, a value specification such as “1.6
m/sec along the northern direction” would be incorrect because the slot f(')r
units has been filled by the wrong kind of unit.

Possible Values

Pr’oper value specification requires also knowledge about the domain of
p0551b1e values of a concept (e.g., knowledge that the concept “kinetic ener-
5:11]2?11- ‘asTJme all non-negativ.e numerical values.) A knowledge of typical
SOIuﬁZ :S (z;fso Vﬁlluable l;f:or making qga.litative predictions and checking the
ot ’p'ro ems. For e?(ample, it is useful to know that typical values of

e acceleration have magnitudes of the order of a few meters/second? f
falling objects or accelerating cars. .
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SPECIFICATION OF INDEPENDENT VARIABLES

Basic Independent Variables

The specification of a property concept implies a corresponding knowl-
edge of all the basic independent variables needed to specify this property
completely. Such knowledge can be subtle and needs to be made explicit to
avoid likely errors and ambiguities.

For example, the concept “acceleration” is a property used to describe a
particle at some particular time relative to some particular reference frame.
Hence a complete specification of the concept “acceleration” requires a
specification of all the following independent variables, namely “particle,”
“time”, and “reference frame”. Failure to specify any of these independent
variables leads to ambiguities (i.e., no unique value could then be ascribed
to the acceleration, nor could statements about this concept be judged true
or false). For instance, the statement that “the acceleration of a ball at some
instant is 10 m/sec2 downward” involves an incomplete specification of the
acceleration because of failure to specify a reference frame. Thus, the state-
ment is ambiguous; for example, it might be true if the earth is used as a
reference frame, but false if the reference frame is an elevator moving rela-
tive to the earth.

An explicit knowledge of all the basic independent variables needed to
specify a concept unambiguo{)sly is very important to the proper interpreta-
tion of a concept. (Indeed, deficiencies in such knowledge lead to many
common confusions observed among students.) The use of explicit symbolic
expressions is again a powerful aid for ensuring that a property concept is
specified completely and correctly. For example, the word “acceleration,”
by itself, is really meaningless. Instead, the adequately defined concept is
the one denoted by the full expression “the acceleration of (particle) at
(time) relative to (reference frame),” where each entity between angular
brackets denotes a slot to be filled by a variable of the specified kind.

Consistent use of full symbolic or verbal expressions can greatly help
students (and occasionally even experts) to avoid fuzzy thinking and thus to
prevent many errors or confusions.? For example, talking about the “ve-
locity of some ball at some particular time relative to some particular refer-
ence frame” focuses explicit attention on all relevant entities. On the other
hand, when talking blithely about the “velocity of a ball,” students are often
lead to assume inappropriately that the velocity if relative to the earth (since

2A full symbolic expression may, of course, be abbreviated if this is done explicitly after the

omitted independent variables have been specified once and for all at the beginning of a
discussion. For example, one may speak simply of the “velocity of the ball” after one has
specified that the reference frame is the laboratory.
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specification of a reference frame has been ignored) or to assume inap-
propriately that the velocity is constant (since specification of a particular
time has been ignored).

Another example, illustrating the importance of complete specifications, is
provided by the concept of “force.” In physics, this concept is used to
describe the interaction between particles and requires, therefore, the spec-
ification of at least two particles. Accordingly, the symbolic expression for
force is of the form “force on (particle) by (other particle)” where it is
essential that both slots be properly filled. Indeed, to help students avoid
errors and confusions, it is very useful to insist that students never use the
word “force” unless followed by the phrase “on ... by ... .” Insistence
upon use of this full expression avoids the lay conception of force as an
ifltrinsic property inherent in an object, as expressed by phrases such as

force of an object.” It helps to avoid confusions between “action” and
“reaction” if these historically hallowed words are discarded in favor of the
much clearer expressions “force on A by B” and “force on B by A.” It also
helps to avoid students’ inappropriate invocation of non-existing “cen-
tripetal” or “centrifugal” forces produced by no discernible objects.

Relevant Properties of Independent Variables

As indicated in Table 9.1, it is important to know not only which basic
independent variables are needed to specify a given concept, but also which
particular properties of these variables are (or are not) required for a com-
plete specification. For example, as mentioned previously, the basic inde-
pendent variables needed to specify a “force” are the particle on which the
force acts and the particle by which it is exerted. But not all properties of
these particles are relevant to this specification. For instance, the positions
of the particles are relevant and must be specified. On the other hand, the
colors of these particles are irrelevant, as are their velocities (for ordinary
central forces).

Note that the preceding knowledge, needed to explicate what particular
parameters are (or are not) relevant to a specification of a given concept, is
far from trivial. Indeed, it implies important understanding of functional
dependencies or invariances in situations where the concept is pertinent.

INSTANTIATION

.In principle, the knowledge required to specify a concept adequately, as
discussed in the preceding section, is sufficient to interpret the concept. But
this knowledge, although essential, is too general and abstract to make the
concept effectively usable in practice. Thus, it is also necessary to know how
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FIGURE 9.3 Various cases of velocity changes.

to “instantiate” the concept, that is, how to apply the concept reliably in
various possible kinds of specific instances. (Indeed, it is a familiar fact that
many students, even when able to state the definition of a concept, may be
quite unable to apply this definition in particular cases..) .

As indicated in Table 9.1, the knowledge needed to instantiate a concept
involves the ability to do the following: (1) To identify or exhibit the.concept
for various possible values (or relative values) of the independegt variables or
of their properties. (2) To do this in various possible symbolic representa-
tions, for example, in words, in pictures (diagrams or graphs), or formal
mathematical symbolism. '

For example, the acceleration a (defined by a = dv/dt) involves a com-
parison of the velocity v of a particle at some specified time t a.nd of .1ts
velocity v/ = v + dv at a slightly later time t' =t + dt. Adquate 1n5ta1.1tla,-’
tion knowledge then requires the ability to apply the concept a.ccel(.eratlon
in the following kinds of cases, described verbally as well as p1cf()rlally: (1)
The new velocity v’ has the same direction as the original velocity v, but a
larger or smaller magnitude, as indicated in Figures 9.3a anq 9.3.1). ljhe
acceleration a has then, respectively, either the same or opposite dlre.ctlon
compared to the velocity v. (2) The new velocity v* has the same 1nag111tqde
as v, but a different direction, as indicated in Figure 9.3c. The acceleratlonl
has then a direction perpendicular to the velocity v. (3) In the most genera
case. the new velocity v’ differs from v in both magnitude and direction, as
indicated in Figure 9.3d. The acceleration has then a directif)n not parallel to
the velocity v, but toward the concave side of the particle’s path. ‘

Being able to identify and use various possible instances of a concept is
sometimes far from trivial. For example, it often takes students a long time
to understand that the innocent-looking definition a = dv/dt of the concept

“acceleration” encompasses all the various cases illustrated in Figure 9.3.

ERROR PREVENTION

Human beings are prone to errors. The reliable interpretation ofa concept
requires, therefore, also adequate knowledge to prevent errors, that is,
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knowledge to avoid likely errors, to detect such errors when they have been
committed, and to correct them appropriately.

As indicated in Table 9.1 such error-prevention knowledge includes ex-
plicit warnings or “caveats” about errors likely to occur in the application of
the concept; knowledge about how to discriminate any such error from the
correct situation; and the use of explicit symbolism designed to help avoid
such errors.

WARNINGS ABOUT LIKELY ERRORS

Reliable performance on any task is obviously facilitated if one is explicitly
forewarned about likely errors and pitfalls. Such errors may be identified by
actual observations of commonly made errors. A theoretically more interest-
ing approach is to use an a priori analysis to predict many of the kinds of
errors likely to oceur in the use of any newly encountered concept. Such an
analysis must take into account the characteristics of the particular concept,
for example, the previously discussed knowledge required for the specifica-
tion of the concept. It must also take into account the characteristics of the
person using the concept, including the person’s preexisting knowledge.
The results of such an analysis are briefly outlined in Table 9.2 which indi-
cates some of the most common basic errors likely to occur in the application
of any conecept.3

The likely errors listed in Table 9.2 correspond to errors in the various
kinds of specification knowledge summarized in Table 9.1. The following
paragraphs discuss and exemplify the most likely of these errors. The first
two of these are gross confusions which result if a concept is identified by
relying merely on the recognition of some salient features, rather than by
applying explicitly the rules specifying the meaning of the concept.

Confusion of a Concept with Another Concept Denoted by a Similar
Symbol (Including Lay Terminology) Such a confusion occurs because a
superficial similarity of symbols causes a failure to discriminate between
different concepts. For example, the scientific concept “acceleration” (de-
noting the vector dv/dt describing the vectorial change of velocity) is likely
to be confused with the lay term “acceleration” (used in everyday life to
denote roughly the rate of increase of speed with time). As another example,
concepts such as “kinetic energy,” “potential energy,” and “energy” may
easily be confused because their names all include the same word “energy.”

3Different basic errors listed in Table 9.2 may sometimes lead to the same overtly observable
error; that is, the same observable error may sometimes be traceable to different underlying
erTors.
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TABLE 9.2 Likely Errors

Errors in specification of concept
Gross confusions
Confusion with concept denoted by similar symbol
Confusion with concept describing different features of same situation
Errors in specification rules
Errors in applicability conditions
Errors in specification of values
Errors in specifying ingredients
Errors in possible values
Errors in specification of independent variables
Omitted independent variables
Wrong independent variables or properties thereof

Confusion of a Concept With Another Concept Describing a Different
Feature of the Same Situation Such a confusion is caused by a failure to
discriminate between related concepts which occur frequently in the same
context. For example, “acceleration” and “velocity” are likely to be confused
because both these concepts describe the motion of a particle, although
different features of such motion.

Errors in Specification Rules Even if a detailed rule or procedure is .used
to identify a concept, an error in some part of the rule can lead to misiden-
tification of the concept. There may be many such possible errors because
one or more steps in a specification rule may be omitted or wrong. )

For example, the procedural specification of the concept “acceleration
involves a subtraction v/ — v of velocities at slightly different times. If this
vectorial subtraction is confused with a numerical subtraction of magnitudes,
a wrong concept (the rate of change of speed dv/dt) is identified.

Errors in Applicability Conditions ~ An example of such an error wou‘]d.be
the attempted use of a potential energy to describe interaction due to friction
forces (since the concept of potential energy is only applicable in the case of
conservative forces).

A particularly common error in applicability conditions occurs when a
concept, describing a special case, is inappropriately extend.ed to a more
general case where it is not valid. Such confusions of special cases V\/"lth
general cases are particularly likely when the special case has an.appeahng
simplicity and has been encountered first in one’s learni,r)lg. experience. For
example, students often encounter the concept “velocity” first in Fhe simple
special case of uniform motion along a straight line when the yelomty may bg
simply defined by the numerical ratio s/t (where s is the distance travele
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during the time t). It is then predictably likely that students will subse-
quently confuse this definition of the concept with the general concept of
“velocity” defined as the vector dr/dt (where dr is the infinitesimal displace-
ment dr during an infinitesimal time dt).

Errors in Specification of Values Errors in the specification of the values
of a concept occur when some of the ingredients necessary to specify a value
are omitted or wrong, or because impossible values are attributed to the
concept. Such errors are easy to avoid, although common among novice
students. The following are examples of such errors: Describing the value of
an acceleration by specifying a magnitude without a direction; specifying the
value of a potential energy with the wrong unit “newton”; or stating that the
value of a kinetic energy is negative.

Errors in Specification of Independent Variables A very common kind of
error results from the omission of some of the independent variables re-
quired to specify a property concept. The consequences are an incomplete
specification of the concept and concomitant ambiguities; these can often
lead to troublesome confusions and seemingly perplexing paradoxes. The
following are examples of such omissions: talking about an acceleration with-
out specifying the reference frame relative to which it is measured; talking
about a potential energy without specifying the standard position from which
it is measured; or talking about a force without specifying the object exerting
this force.

DISCRIMINATIONS

Table 9.2 and the preceding comments help to identify likely errors which
must be avoided if a concept is to be used reliably. Hence it is essential to be
able to discriminate between any such error and the correct application of
the concept. To acquire the ability to make such discriminations while learn-
ing an unfamiliar concept, it is useful to compare explicitly the error (and its
consequences) with the correct situation. Distinguishing features, charac-
terized abstractly as well as exemplified in specific cases, can then be made
explicitly apparent so that they can be readily recognized and heeded.

As an example, consider the error involving the confusion of the concept
“acceleration” with the concept “velocity.” Explicit comparison of these
concepts leads to the knowledge needed to discriminate between them. In
particular, the two concepts are characterized by the following distinguish-
ing features: the acceleration describes the rate of change of velocity, where-
as the velocity deseribes a rate of change of position; also the unit of accelera-
tion is meter/second?, whereas the unit of velocity is meter/second. Specific
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examples illustrating distinctions between these concepts are the following:
the acceleration can be zero while the velocity is non-zero (e.g., for motion
with constant velocity); the acceleration can be non-zero while the velocity is
zero (e.g., at the highest point of a ball thrown vertically upward); and the
acceleration can be constant while the velocity is changing (e.g., for a freely
falling object). A knowledge of such discriminations for each likely error is an
important part of the ancillary knowledge needed to make a concept reliably
usable.

HeLpruL SYMBOLISM

A powerful aid for preventing errors is the introduction and use of appro-
priate symbolism, for then strict adherence to symbolic form can automati-
cally help to avoid many errors.

As a trivial example, confusion between the concept “velocity” (a vector)
and the concept “speed” (the magnitude of the velocity) can be minimized
by consistently using the letter v (printed in boldface type or underscored by
a squiggly line) to denote the vector representing the velocity, while using
the unadorned letter v to denote the number representing the speed.

Much more important examples of helpful symbolism involve the use of
standarized symbolic expressions with “slots” indicating explicitly all the
kinds of information that need be supplied. As previously discussed and
exemplified, such symbolic expressions can be used to indicate explicitly all
the ingredients needed to specify the value of a concept or all the indepen-
dent variables needed to specify a property. Consistent use of such symbolic
forms can greatly help to avoid many errors of omission or commission in the
application of concepts.

APPLICATION TO PRINCIPLES

The preceding sections discussed at some length the ancillary knowledge
needed to interpret concepts (e.g., properties such as “acceleration,” “po-
tential energy,” etc.). The preceding discussion can be readily extended to
principles expressing important relations between previously defined con-
cepts (e.g., the principle AK = W relating kinetic energy and work, or the
gravitational force law F = Gm, my/R?).

Indeed, any valid relation between concepts can be regarded as a “truth
property” (or “predicate”) which asserts that the property has the value
“true” whenever the values of the concepts are related in some specified
way. With minimal modifications, the ancillary knowledge needed to in-
terpret a principle is thus the same as that outlined in Table 9.1 for any
property concept.
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Thus, Table 9.1 when applied to a principle, asserts that the specification
of the principle can be achieved by a formal summary description (such as an
equation), by informal qualitative statements, or by a detailed procedure
which specifies what must be done to determine that the specified principle
is true. The specification of the value of a principle is trivial (i.e., this value is
simply “true”). The specification of independent variables includes again the
specification of basic independent variables which need be specified and the
specification of the relevant properties thereof. (For example, in the case of
Newton’s motion principle ma = F, the basic independent variables are
some specified particle, some other particle with which it interacts, some
specified time, and some specified inertial reference frame. The relevant
properties of these independent variables are the mass m of this article, its
acceleration a at this time relative to the specified reference frame, and the
force F on this particle by all other particles interacting with it.) These
remarks should suffice to indicate that our entire previous discussion con-
cerning concepts is equally applicable to principles relating previously de-
fined concepts.

IMPLICATIONS FOR LEARNING OR TEACHING

The preceding sections have sought to identify and explicate the ancillary
knowledge required to interpret scientific concepts or principles. The dis-
cussion has made apparent that this ancillary knowledge is quite large and
extends considerably beyond mere definitions of concepts or statements of
principles. Such knowledge is commonly possessed by any expert, although
he or she may not be consciously aware of its existence or able to articulate it
explicitly. On the other hand, the acquisition of such knowledge by students
is a demanding task.

The following paragraphs outline briefly the difficulties faced by students
trying to learn unfamiliar concepts or principles. Then they explore the
prospects of instructional methods exploiting the analysis of the preceding
sections to teach concepts and principles more effectively.

LEARNING DIFFICULTIES

Anyone trying to learn an unfamiliar scientific concept or principle faces
appreciable difficulties. Some of these are due to intrinsic characteristics of
such scientific concepts or principles: (1) As discussed in the preceding
sections, the knowledge required to interpret and apply such a concept or
principle is considerable and sometimes subtle. (2) This knowledge often
demands meticulous attention to details and requires fine discriminations to
achieve the unambiguities required for accurate scientific predictions.
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Other difficulties are characteristic of the person in the role of student
trying to learn new concepts or principles: (1) A student brings to a learning
situation many concepts and principles acquired in daily life or from more
formal prior learning experiences. Hence the student’s preexisting knowl-
edge must be appropriately modified or transcended before new concepts or
principles can be used without confusion and integrated into a new knowl-
edge structure. (2) A student, unless thoroughly versed in scientific think-
ing, approaches learning from the vantage point of daily life where concepts
or principles are adequately useful even if they are specified vaguely and
somewhat inconsistently. Hence everyday concepts (e.g., “chair,” “color,”
etc.) are often adequately specified by reference to prototypical cases which
can be readily recognized or used for approximate comparisons. By contrast,
scientific concepts need to be specified by explicit rules to ensure that they
have unambiguous meanings. The learning of scientific concepts is thus a
demanding task, rather different from the learning of concepts in daily life,
and is correspondingly quite difficult for novice students unfamiliar with this
mode of learning.

How effective are common teaching methods in dealing with these learn-
ing difficulties? Methods commonly used to teach concepts or principles
involve presenting a new concept or principle, exemplifying the concept or
principle in some special cases, and then providing students with practice in
applying the concept or principle in various situations. Through a process of
trial-and-error learning, students then gradually learn to avoid mistakes and
to use the concept or principle more reliably.

There is considerable evidence that such teaching methods are ncither
very efficient nor effective. Indeed, after formal instruction and after months
(or even years) of using a scientific concept or principle, many students still
exhibit gross misconceptions, confusions, and other persistent errors (e.g.,
McCloskey, Caramazza, & Green, 1980; Trowbridge & McDermott, 1981).
Furthermore, although students may nominally be familiar with certain con-
cepts or principles, they often do not feel comfortable to use them spon-
taneously as intellectual tools facilitating their own thinking.

TEACHING APPLICATIONS

The analysis in the preceding sections identifies various kinds of important
ancillary knowledge required to make a concept or principle effectively
usable. This analysis can be used as the basis for instructional methods which
teach such ancillary knowledge explicitly. It can also help to diagnose the
causes of students” observed errors and difficulties.

The following paragraphs outline some suggested teaching methods based
on this analysis. Although these suggestions are tentative and based on
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limited evidence, they provide a systematic approach suitable for further
study and improvement.

Teaching Particular Concepts

A very common instructional aim is to teach students particular scientific
concepts or principles (e.g., particular concepts such as “acceleration™). The
ancillary knowledge summarized in Table 9.1 can then be used by an in-
structor, textbook, or other instructional medium to make explicit the ancil-
lary knowledge required to interpret the particular concept of interest. (For
example, the instructor can identify what particular independent variables
are necessary to specify fully the concept “acceleration”; or the instructor
can identify the likely error caused by confusion between the concept “accel-
eration” and the concept “velocity.”) Systematic instruction then involves
teaching students explicitly these specific kinds of ancillary knowledge at the
time when the unfamiliar concept is first encountered. Indeed, the entries
listed in Table 9.1 can easily be converted into specific questions which any
student should be able to answer about the particular concept (e.g., ques-
tions such as “what is the procedure used to specify the meaning of the
concept acceleration?”).

Not only must one ensure that students display explicit familiarity with
the various kinds of ancillary knowledge about a concept, but also that they
actually use this knowledge when applying a concept. (For example, stu-
dents should spontaneously answer questions about the acceleration by ap-
plying the procedure used to define this concept.) It is advisable that stu-
dents acquire and consolidate this ancillary knowledge about a concept in
the context of relatively simple questions and exercises. Only afterwards
should they be asked to apply the concept in more complex problems.

Effective use of a concept requires that the ancillary knowledge about the
concept become ultimately intuitive and habitually used. Needless to say,
this requires adequate practice, but the right kind of practice specifically
suggested by the analysis of the concept. Furthermore, explicit awareness of
this ancillary knowledge can be useful to students, even after a concept has
become intuitively familiar, since such explicit knowledge helps to debug
errors or to cope with novel situations.

I have recently tried to exploit some of these teaching guidelines in actual
classroom situations. This experience indicates that explicit teaching ap-
proaches based on the analysis in this paper can be very useful in practice.
For example, it is very helpful to ask students to verbalize and apply pro-
cedures for identifying concepts. It also helps avoid many confusions to insist
that students use full verbal expressions (such as “force on what by what™).
However, the implementation of teaching procedures based on such an



150 F. REIF

explicit analysis reveals also particularly clearly some general issues and
difficulties inherent in any teaching process, issues which are worthy of
further study in their own right.

Teaching Conceptual Learning Skills

The preceding comments have dealt with the teaching of particular con-
cepts or principles. A much more ambitious instructional goal would involve
teaching students the general skill enabling them to learn effectively any
newly encountered concept or principle. The analysis presented in the pre-
ceding pages, as summarized in Table 9.1 is again basic to the systematic
teaching of such a general learning skill. But now students would have to be
taught the general ancillary knowledge required to make any concept or
principle effectively usable, and would themselves have to translate this
general knowledge into specific knowledge about any particular concept.
This is clearly a much more difficult teaching task, but one of great impor-
tance. Indeed, successful implementation of such instruction would make
students better independent learners who know explicitly what they need to
study to achieve competent use of any new concept.

There is evidence that such instruction can be successfully implemented
in practice. For example, a few years ago some collaborators and myself
(Reif, Brackett, and Larkin, 1976), using a rather rudimentary analysis of
concept learning and some primitive teaching methods based on this analy-
sis, were able to show that students could be taught to become significantly
better independent learners of new concepts. The more extensive analysis
presented in the preceding pages, together with more explicit teaching
methods, promises to lead to much more effective teaching of such general
conceptual learning skills.
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THE ROLE OF INTELLECTUAL
ENVIRONMENT IN THE ORIGIN
OF CONCEPTIONS: AN
EXPLORATORY STUDY

Mariana G. A’B. Hewson

During a lifetime, we acquire knowledge which influences the way we in-
teract with others, with our environment, and even with our own cognitive
systems. Norman (1981) suggests that a study of human knowledge (cog-
nitive science) needs to incorporate a study of world knowledge (anthropol-
ogy and sociology), that is, that the ‘external aspects of a functioning cog-
nitive system also need to be investigated.

External aspects concern the influences of the intellectual (i.e., cultural
knowledge and beliefs) and physical environment on cognition. Norman
(1981, p. 278) describes cultural knowledge as a “subset of general knowl-
edge that is passed on from generation to generation” by society. The phys-
ical environment concerns the facts and events of the real world which
provide a constant input, interacting with the cultural knowledge. Indeed,
Norman (1981) suggests that the way in which individuals perceive their
physical environment is affected by or even altered by their cultural knowl-
edge. This idea is similar to that of Petrie (1976) and Toulmin (1972). Petrie
(1976) describes individuals as having ‘representational schemes.” These are
seen as existing in a dynamic interaction between the cultural and social
beliefs of the society, the prevailing paradigms or theories of the society, and
the input from the facts and events of the physical world. This interpreta-
tionalist view of concepts espoused by Petrie (1976) is similar to Toulmin’s
(1972) idea of conceptual ecology. Both see thought in a relativistic perspec-
tive and interpret concept formation according to the varied mental sets of
individuals which are a function of their intellectual and physical environ-
ment.
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CONCEPTUAL ECOLOGY

The structure and development of knowledge can be viewed in terms of
the biological metaphor of ecology in which people’s ideas or concepts exist
as a result of a process of natural selection (Toulmin, 1972). The intellectual
environment in which a person lives (including cultural beliefs, language,
accepted theories, as well as observed facts and events) favors the develop-
ment of some concepts and inhibits the development of others. Thus, the
intellectual environment acts as an ecological niche. Conceptual ecology
involves a dynamic interaction between a person’s knowledge structures and
the intellectual environment in which he or she lives.

According to Toulmin (1972), concepts are grouped into “conceptual
frameworks” which serve to predict and explain facts and events. One such
conceptual framework, Newton’s theory of mechanics, is thu§, in Toulmin’s
terms, an intellectual adaptation to the ecological niche of the scientific
knowledge and endeavors of the times. Toulmin then draws the implication
that in different historical and cultural conceptual ecologies different concep-
tual frameworks are likely to evolve in order to explain the same natural
phenomena. These “alternative frameworks™ are not necessarily misconcep-
tions, but are cultural adaptations of concepts and procedures to the specific
demands of particular intellectual niches.

In this chapter, alternative frameworks are referred to as “alternative
conceptions.” The term conception is used to indicate a functional unit of
thought which has both propositional (knowing that) and procedural (know-
ing how to) aspects (Shavelson, 1974).

ALTERNATIVE CONCEPTIONS

There is a growing body of research evidence to support the claim of the
existence of alternative conceptions, particularly in scientific subjects. Driv-
er and Easley (1978) have reviewed early research in this area and Driver
and Erickson (1983) have a comprehensive survey of more recent research
activity in this field. They show that, researchers from a number of diffe.rent
countries have been working on student alternative conceptions in subjects
as diverse as mechanics, dynamics, heat and temperature, electricity, ener-
gy, potential, pressure, gravity, vectors, particulate theory, the earth as a
cosmis body, mass, volume and density, evolution, heredity, and the cir-
culatory system. It should be noted, however, that the existence of alter-
native conceptions in childrens’ thinking was documented as long ago as the
1920’s by Piaget (1929). His meticulous and systematic use of the open
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interview is responsible for much of the current research in cognitive struc-
ture and conceptual change.

The occurrence of alternative conceptions is consistent with the construc-
tivist view of learning which characterises the learner as an active participant
in the construction of his or her own knowledge. This view carries the
implication that different people strive to make sense of the world; that they
use their idiosyncratic existing knowledge to do this and therefore different
people will acquire different conceptions even when presented with the
same information. In this way, it is possible for different people to construct
alternative conceptions from the same information.

Up to the present, most of the research concerning alternative concep-
tions has been naturalistic in form. In other words, researchers have been
mainly concerned with the problems of eliciting and analyzing students’
knowledge and documenting their alternative conceptions in a variety of
subject areas. A few researchers have attempted to investigate the role of
alternative conceptions in learning, and attempts have been made to im-
prove instructional strategies which deal with the alternative conceptions
(Champagne, Klopfer, & Gunstone, 1982; M. G. Hewson, 1982; M. G.
Hewson & P. W. Hewson, 1983; Nussbaum & Novick, 1981).

This chapter focuses on the theoretical issue concerning the origin of
alternative conceptions in the context of peoples’ intellectual environment.
Driver and Erickson (1983) suggest that kinaesthetics or sense experiences,
language and available metaphor, and analogic reasoning based on percep-
tual similarities between new and prior experiences, are useful areas of
investigation. In this chapter, the formation of conceptions is discussed in
the context of the semantic metaphors which exist in both cultural knowl-
edge and the prevailing theoretical paradigms of a group of people.

THE ROLE OF METAPHOR IN INTELLECTUAL
ENVIRONMENT

Lakoff and Johnson (1980) suggest that fundamental concepts emerge from
experience, and that every experience takes place in the context of cultural
assumptions. In other words, they argue, “truth is always relative to a con-
ceptual system, that any human conceptual system is mostly metaphorical in
nature, and that therefore there is no fully objective, unconditional, or
absolute truth” (p. 185). Furthermore, the social reality defined by a culture
affects its conception of facts and events in the world at large. Abstract
concepts are discussed by Lakoff and Johnson (1980) as systems of related
metaphors, which arise naturally from physical and cultural experience.
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When basic metaphors which are implicit in a scientific theory are exten-
sions of basic metaphors in our everyday conceptual frameworks, the theory
is experienced as “intuitive” or “natural.” When, however, there is a dispar-
ity between the metaphors in scientific and the everyday conceptual frame-
works the theory may be experienced as “counter-intuitive” or “unnatural.”

The argument put forward by Lakoff and Johnson (1980) is entirely com-
patible with the notion of conceptual ecology (Toulmin, 1972). In the latter
view, the conceptions of the individual exist in a dynamic interaction with
the various aspects of intellectual environment, while the former view holds
that metaphorical concepts are grounded in experience and that they in turn
influence the way in which everyday experiences are perceived.

The history of science shows a number of shifts in paradigms. An example
is found in the change from Newtonian to Einsteinian physics. Sutton (1980)
suggests that the established tradition in science deals with denotative
meanings (rigorous definition) while everyday experiences are seen in terms
of connotative meanings (the framework of associations and implications),
and that there is ample evidence of shifts in meaning over the years. Sutton
describes the effort of Boyle to reject the vague generalized meanings associ-
ated with the discussion of the four elements, earth, air, fire, and water, and
to redefine an element as a “perfectly unmingled substance.” Further shifts
can be recognized in the use of the terms ‘phlogiston” in burning and other
oxidation phenomena, and ‘caloric’ in phenomena involving the transmitting
of heat energy. These outdated notions involved metaphors. Sutton’s (1980)
example of the old use of the word sail for sailing ships being extended for
describing the motion of steamships as “sailing away” involves using the
word metaphorically. In much the same way, the word ‘caloric’ is a meta-
phor implying a fluid-like substance which enters objects, thereby making
them hot. This metaphor is probably rooted in experiences with the phe-
nomenon of the expansion of hot bodies and was provided with denotative
meaning by Lavoisier (1789). Sutton (1980) suggests that the evolution of
scientific vocabulary often involves extensions of meaning through meta-
phorical reapplication of existing words. Similarly, Lakoff and Johnson (1980)
suggest that much of what goes on in our world is given meaning by meta-
phorical concepts, which may themselves change in different cultural en-
vironments, or over time.

If metaphors can be seen as a means of expression, then it is possible that
both denotative and connotative meanings arc composed of metaphors, and
that metaphors are in fact a large component of what has been described in
this chapter as “intellectual environment.” The question then is whether
particular conceptions (either scientific or alternative) concerning natural
phenomena can be attributed to metaphors which may exist in either de-
notative or connotative meanings.
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EMPIRICAL EVIDENCE FOR THE INFLUENCE OF
METAPHORS

In an exploratory study, Hewson and Hamlyn (1983) attempted to estab-
lish a logical fit between the intellectual environment of a specific group of
people and their conceptions of heat. This involved establishing what con-
ceptions the subjects used when explaining tasks concerning phenomena
associated with heat, and then discussing these in the context of known
prevailing metaphors in the subjects’” everyday life. In addition, this same
approach was used to throw light on the findings of other researchers, such
as Erickson (1979) who have been interested in the subject of childrens’
conceptions of heat.

The study focused on African people in southern Africa who are collec-
tively called the Sotho group. Setswana and North Sotho languages were
predominant. The respondents included 10 schoolchildren (Grades 9 and
10), four unschooled adult workers, and six semi-schooled adult workers
(Grades 7 to 10). All the subjects had an adequate knowledge of English and
were living in urban or semi-urban areas at the time of testing.

The subjects in this study lived in the hot, arid area in the interior of
southern Africa. The land has few natural agricultural resources and an
adequate supply of water is a major concern of the people. This harsh en-
vironment appears to have given rise to a powerful metaphor concerning
heat which pervades many aspects of life. Anthropologists (Hammond-
Tooke, 1981; Schapera, 1979; Verryn, 1981) document that the Sotho
group of peoples living in this area believe that “coolness is good” (implying
health and social harmony) and the converse “hot is bad” (implying sickness
and social disharmony). These ideas can be termed metaphors, and, as
Lakoff and Johnson (1981) point out, metaphors are often grounded in expe-
rience. In this case, the metaphor appears to be grounded in the hardship
caused by a hot, dry environment (Hammond-Tooke, 1981).

The heat metaphor is used in many instances in everyday life, such as
birth, pregnancy, menstruation, death, and sickness: and a variety of situa-
Fions involving negative feelings, for example, anger, impatience, and anx-
iety. A person who is in one of these situations is said to be ‘hot.” Such a
person’s blood is thought to be particularly susceptible to heat, in which
condition it is said to be “agitated” or “fighting with itself” (Schapera, 1979).

The formal Western scientific understanding of heat has undergone a
paradigm shift. In the sixteenth and seventeenth'centuries, scientists such as
Lavoisier believed in the caloric view of heat, in which heat was believed to
be a kind of fluid called “caloric” which flowed into or out of bodies when
they became hot or cold respectively (Gordon, Neser, Pienaar, & Walters,
1970; Zemansky, 1957). This idea can be described as a metaphor which
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seemed to give a certain amount of explanatory power regarding the phe-
nomenon of heat. The concept of heat is difficult because it is abstract and
only the effects of heat are visible and concrete. While the metaphorical
concept arises naturally from physical experiences, the metaphor serves to
give only partial meaning to the abstract coneept. In this case, the metaphor
of heat as a caloric had only limited usefulness, and in the nineteenth cen-
tury, the kinetic view of heat became prevalent. According to this latter
view, heat is one form of energy in transit. In other words, it is energy which
is transmitted from an object at a high temperature to another at a low
temperature (Brink & Jones, 1977; Zemansky, 1957). The kinetic theory of
heat is taught in schools and it is clear that the notion of heat as “heat
energy’ is quite commonly accepted at the junior high school level but
would not necessarily be accepted at university, where heat is seen strictly
as a flow of energy.

The M. G. Hewson and Hamlyn (1984) research aimed to establish
whether the particular subjects did indeed subscribe to the heat metaphor.
This was done by using a semi-structured interview called Interviews-about-
Instances (See Osborne & Gilbert, 1980). A variety of life situations were
protrayed by means of photographs and a verbal description of w‘}}at was
happening accompanied each photograph. The person was asked, “Would
you say this person is ‘hot’ in this situation?” and, “If so, why would vou say
that?”. The results of these interviews showed that 16 of the 20 respondents’
agreed that at least some of the instances would involve a person being ‘hot
in the metaphorical sense. This suggests that the heat metaphor is still
commonly used by Sotho’s who are urban, somewhat acculturated to West-
ern life and thought, and who are able to converse in English as a second
language. ‘

The second part of the research aimed to ascertain what conceptions of
heat were used by these people to explain a variety of situations involving
heat phenomena. This part of the research mainly replicated the experimen-
tal procedure of Erickson (1975), and made use of unstructured interviews
which focused on five tasks. These dealt with the phenomena of hot sub-
stances, expansion and contraction, and conduetion. The recorded inter-
views were analyzed using techniques developed by Erickson (1975) and M
G. Hewson (1982), and involved the development of a Conceptual Profile
Inventory. This instrument showed tne range of conceptions used by the
subjects, as well as the number of subjects who subscribed to each concep-
tion. The data showed that the most common alternative conception was one
in which the subjects described the heat phenomena at a micro level in
terms of physical phenomena visible at a macro level, such as boiling, bl.ll'l’l-
ing, or melting. Of the 20 respondents, 17 used this alternative conception.
Other alternative conceptions such as “particles split or multiply when an
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object is hot, and recombine when an object is cold” (7 respondents), “parti-
cles expand when an object is hot and contract when cold” (8 respondents)
were documented. The alternative conception that “heat is a caloric” had the
lowest occurrence (only 2 of the 20 respondents). On the other hand, a
surprising result was the large number of people (12 respondents) who sub-
scribed to the scientific category of prekinetic/kinetic coneeptions. While it
was true that these responses came mainly from the semi-schooled workers
and schoolchildren, it was found that many of these subjects also subscribed
to the metaphorical heat conceptions. These results show a divergence from
those found by researchers in Western environments. Albert (1978),
Erickson (1975, 1979, 1980), Tiberghien (1980), and Shayer and Wylam
(1981) all report that caloric conceptions of heat are relatively common in
school children.! Why should this be so? A tentative claim made by M. G.
Hewson and Hamlyn (1984) is that the prevailing metaphors in people’s
intellectual environments may indeed produce cognitive differences. The
Sotho group, who generally subscribed to the cultural heat metaphor,
showed a relatively high number of responses which were described as
prekinetic/kinetic and a low number of caloric responses. This suggests that
the Sotho language may predispose speakers toward a meaning of heat which
has connotative meanings influenced in some way by the powerful heat
metaphor in Sotho cultural beliefs. This metaphor which concerns the con-
ception of ‘hot” being a personal condition involving “agitated or disturbed”
blood, fits logically with the prekinetic views expressed by many Sotho
subjects. Conversely, the findings by Western researchers mentioned ear-
lier, that caloric conceptions of heat are commonly found in schoolchildren,
suggest that Western languages may have a predisposition towards a mean-
ing of heat which has caloric connotations. This predisposition would be
caused by the vestiges of the early caloric metaphor that have given rise to
words such as heat itself, and also heat flow, ‘heat capacity,” and ‘calorie.’
Harris (1981) claims that Western students use caloric conceptions because
the European languages such as English convey the wrong idea by using
words for heat which are outdated and act as red herrings. This would be
true of the everyday usage of the word ‘heat,” for example: ‘Is there any heat
in that pot of tea? or, ‘The heat went out of the sun.” The source of confu-
sion, therefore, is a semantic one, which may be traced to an outdated
metaphor, which has become embedded in the theoretical paradigms and
cultural beliefs of Western culture.

'While the Hewson and Hamlyn research methodology followed closely the clinical interview
style proposed by Piaget (1929) and replicated some of Erickson’s (1975) experiments, their
results are not strictly comparable, in a statistical sense, with those of independent Western
researchers. The inferences drawn, therefore, remain tentative.



160 MARIANA G. A’'B. HEWSON

CONCLUSION

The M. G. Hewson and Hamlyn (1984) research provides an indication of
the effect of aspects of the intellectual environment on concept acquisition.
In this case, the authors suggest that linguistic metaphors which are rooted
in the history and culture of a people influence, at least to some extent, the
way in which Sotho people explain one particular natural phenomenon,
namely, heat. The role of the intellectual environment is clearly a factor in
shaping cognitive structure. The difficulty is to show how this is so. Although
the M. G. Hewson and Hamlyn (1983) study was exploratory, it suggests a
fruitful line of research concerning the effect of cultural metaphors on the
origin of conceptions.
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EFFECTING CHANGES IN
COGNITIVE STRUCTURES AMONG
PHYSICS STUDENTS

Audrey B. Champagne, Richard F. Gunstone, and
Leopold E. Klopfer

Children and adults often express quasi-Aristotelian dynamics concepts re-
sembling momentum, acceleration, and the vectorial decomposition of grav-
itational attraction. Unfortunately, most curricula in physics suggest a purely
descriptive (kinematical) investigation of position and time, and provide no
means for people to test their own theories of dynamics and to restructure
them.

(Easley, 1971, p. 136)

INTRODUCTION

It is now well established that, before receiving formal physics instruction,
students possess knowledge which leads them to idiosyncratic interpreta-
tions of real world events. Physicists, however, see the same events as
exemplifying principles of physics. Because students’ interpretations are
often at variance with physicists” interpretations, they have been labeled
misconceptions, alternative frameworks, personal models of reality, etc. Al-
though forms of such idiosyncratic knowledge have been observed in various
content areas, elementary mechanics has been the focus of a number of
studies. Our own work has established the common existence of knowledge
that is logically antagonistic to the tenets of physics both among students
beginning a formal study of mechanics (Champagne, Klopfer, Solomon, &
Cahn, 1980; Gunstone, Champagne, & Klopfer, 1981) and among students
who have successfully completed an introductory physics course (Cham-
pagne, Klopfer, & Anderson, 1980; Gunstone & White, 1981), and we have
reviewed the studies that explore the nature of pre-instructional mechanics
knowledge and its structural organization (Champagne, Klopfer, &
Gunstone, 1982). As the number of studies of pre-instructional knowledge of
mechanics has grown, it has become clear that naive schemata students use
COGNITIVE STRUCTURE AND CONCEPTUAL CHANGE 163 Copyright © 1985, by Academic Press, Inc.
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to interpret the motion of objects are extremely resistant to change during
formal instruction. As a consequence, there has been considerable interest
in attempts to design instruction to facilitate cognitive structure change. In
considering this instructional problem, we have previously proposed four
dialogue-based instructional strategies specifically designed to alter de-
clarative knowledge about the motion of objects that the students bring to
instruction in mechanics (see Chapter 5, this volume). Here, we report on
our investigations of the extent to which one of the strategies facilitates
change in two quite different groups—middle school students designated as
academically gifted and with a demonstrated interest in science in Pitts-
burgh, and non-physics-major university science graduates studying to be-
come high school science teachers in Victoria—and discuss particular fea-
tures of the strategy that may be of significance in promoting change. This
chapter begins with a brief description of the structure of the instr}lction.a.nd
the probes used to gather information about aspects of students” cognitive
structures. Some data are then presented and some preliminary conclusions

drawn.

INSTRUCTION

The instruction was designed to provide considerable opportunity for stu-
dents to argue their own interpretations of both specific events and gf:neral
relationships. It began with a substantial discussion of the question, “What
are some of the things we can say about the relationships between force and
motion?” and subsequently explored several pertinent topics, including
methods of describing motion and force, falling bodies, motion on inclined
planes, and forces on objects in a variety of contexts. Demonstrations .and
direct hands-on experience were used. Group sizes were small and the time
spent with each group reasonably long. (Details for each group are given
below.) Because of the considerable differences in the two groups, there
were necessarily differences in the content of the instruction; however, the
basic instructional strategy—ideational confrontation—used with both
groups was the same. .

Briefly, this strategy first asks the students to be explicit about the n(')tIOIIS
they use to explain or make predictions about a common physical situatlon——
say, the motion of an air-filled balloon as the air rushes out of it, or the
motion of two sleds, one empty and the other loaded, that are release.d
simultaneously at the top of an ice-covered ramp. After a physical situation' is
described, each student develops an analysis that supports his or her predic-
tion, and then individual students present their analyses to the class. Inev-
itably, controversies arise, and analyses are modified. Typically, students
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with different interpretations begin to attempt to convince others of the
validity of their ideas. As a student or group of students defends a position,
concepts become better defined, and underlying assumptions are stated
explicitly. The net result is that each student is explicitly aware of his or her
existing notions about motion that were used in the analysis of the situation
of interest. Typically, as a result of these discussions, students become dis-
satisfied with their current theories.

At this point in the ideational-confrontation strategy, the instructor dem-
onstrates the physical situation (say, he or she lets the air escape from the
balloon or lets the two sleds slide down the icy ramp) and presents a the-
oretical explanation of the results, using the particular science concepts,
principles, and theory which the demonstration illustrates. The concepts,
principles, and theory in the instructor’s scientific explanation usually are
different in significant respects from the notions the students used in their
analyses. In further discussions, the students compare the elements of their
analyses of the situation with the scientific analysis given by the instructor,
and identify similarities and differences. This exercise requires the students
to confront inconsistencies between their existing notions and the content of
the science instruction. The ideational confrontation enables each student to
become aware of his or her existing notions and of the need to reconcile
them with the science concepts and principles that are to be learned.

PROBES OF COGNITIVE STRUCTURE

Assessments were made of students’ cognitive structures before and after
the instruction by administering a variety of probes. Detailed discussions of
the possible methodologies which could have been employed and why the
particular ones were chosen is discussed elsewhere (Champagne, Hoz, &
Klopfer, 1984). Descriptions and some brief comments about the several
probes follow.

Five probes of cognitive structure were used. Three of these have
previously been used in psychometrically oriented studies of cognitive
structure; the other two have been used previously in studies of students’
conceptions of the motion of objects. The first three probes were group-ad-
ministered, while the last two were administered individually. Cognitive
structures derived from analyses of data collected with four of these probes
describes a non-contextual structural organization of concepts. Although the
structures obtained by these measures are in one sense contextual because
the students are well aware that the content is science or physics, they are
non-contextual in the sense that the concepts are not being applied to the
solution of a specific task, for example, the comprehension of text or the
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solution of a numerical or qualitative problem. An issue is the consistency of
cognitive structures obtained in different contexts. That is, are the structures
the same when the task is, say, to “arrange these terms as you think about
them” as when the task is to analyze the motion of an object on an inclined
plane. Thus, with the fifth probe, data on the structural organization of the
target concepts in a specific context and students’ application of the concepts
were obtained by presenting the students with a physical situation, describ-
ing a manipulation to be performed, and asking them to make a prediction
about the outcome of the manipulation and to describe the knowledge (facts
and principles) that they used to make the prediction. Concepts the students
did not use spontaneously were introduced by asking the students to evalu-
ate predictions and explanations of the same situation given by other
students.

FRee SORT TAsk

The free sort task is a concept classification and categorization task that
required students to categorize 17 physics concepts: acceleration, change of
motion, direction, displacement, distance, force, frame of reference, inertia,
mass, magnitude, motion, position, relative, resultant, speed, time, and
velocity. No criteria for categorization were suggested. Various versions of
free sort tasks have been used previously, (e.g., Gorodetsky & Hoz, 1985;
Miller, 1969; Shavelson & Stanton, 1975), and Wiley (1967) proposed a
multivariate scaling technique, latent partition analysis, for analyzing free
sort task data. In our version of the task, student instructions began with an
example of two ways in which 7 non-physics terms could reasonably be
classified in order to emphasize the absence of a single, correct answer to the
task. The instructions then reiterated the absence of a right answer, indi-
cated that the words to be classified were on cards inside an envelope
provided, asked that the words be classified into “categories that include
words that you think belong together,” and pointed out that any number of
categories was possible and that any category could contain any number of
words. On completion of the card categorizing, students transferred their
grouping to an answer sheet containing 12 boxes. No time limit was applied
to the task.

Tree CONSTRUCTION TASK

In the tree construction task, the students were asked to construct a linear
undirected graph (tree) of the same 17 physics concepts used in the free sort
task. This type of task was devised by Rapoport (1967; Fillenbaum &
Rapoport, 1971) as a method of measuring semantic distance between con-
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cepts. Hierarchical clustering (S. C. Johnson, 1967) is the scaling method
that has been most commonly employed in the analysis of Tree Construction
Task data. In our version of the task, the students were given an alphabetical
list of the 17 concepts and were instructed to “pick the two words from the
list which you think are most related to each other,” write the words in the
center of the page, and connect them with a line numbered “1.” This was
then built on by adding another word from the list which was seen as “most
related” to one of the two already used, then connecting with a line num-
bered “2.” Either this procedure continued or a new tree was started

depending on the student’s judgment of the extent of relatedness. Instruci
tions required students to eventually join up trees if they had produced
more than one so that the total response to the task comprised the 17 words
and 16 numbered connections. Again, no time limit was applied.

WORD AssOCIATION TAsK

The word association task gave the student a one-minute time period to
generate as many free associations as possible when each of these 5 concepts
was successfully used as a stimulus: force, mass, speed, inertia, change of
motion. This type of task derives from work on the determination of the
associative meaning of concepts (e.g., Deese, 1965), and it has been used in
several studies concerned with the cognitive structures of physics students
(e.g., P. E. Johnson, 1965; Preece, 1976; Shavelson, 1972). In our word
association task, when the students had completed each set of associations to
a stimulus, they were asked to compose a sentence for each individual
association which contains both the stimulus word and the associated word.
The sentence-composing procedure, previously used by Gunstone (1981), is
intended to elicit information about the nature of the associative link, and
this part of the task is given without a time limit. ’

CONCEPT STRUCTURING ANALYSIS TECHNIQUE

The concept structuring analysis technique (ConSAT) task used the same
17 concepts that appeared in the free sort and tree construction tasks. The
ConSAT was devised by Champagne and Klopfer as a way of eliciting graphic
representations of students’ cognitive structure (Champagne, Klopfer, De
Sena, & Squires, 1981). For our student interviews using the ConSAT, the
concepts were written on small cards, and the student was asked to identify
which ones he or she recognized, and then to provide a definition for the
r(?cognized concepts. Finally, the student was asked to arrange the recog-
nized concepts on a sheet of paper “in a way that represents how you think
about the words and about the relationship between them.” When the ar-
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rangement was completed, the grouped concepts were circled and the stu-
dent was asked why he or she made this arrangement and to explain particu-
lar groupings. The student’s answers were tape-recorded and written on the
sheet containing the arrangement.

DOE INTERVIEW

For this probe of the student’s cognitive structure, the demonstrate, ob-
serve, explain (DOE) task, described in the review of our earlier research
(see Chapter 5, this volume) was modified for use in an individual interview
context and to elicit more extensive responses from the student. For a
sequence of physical demonstrations, the student was asked to give a predic-
tion of the outcome of the demonstration, to explain the basis of the predic-
tion (knowledge used, relevant personal experience, etc.), to observe the
demonstration, and to consider any differences between prediction and ob-
servation. In addition, prior to observing the demonstration, the student
considered a set of predictions and explanations given on previous occasions
by other students and was asked to describe the way in which various con-
cepts were being used in these students’ answers and to compare them with
his or her own ideas. The entire interview was tape-recorded.

Pre- AND POST-TESTS

Identical task forms were used before and after the instructional period
with the exception of the DOE interview. On the pre-test, the DOE inter-
view involved a sequence of demonstrations based on a dime placed on a
piece of cardboard that in turn could move along a suspended, sloping meter
rule. On the post-test, the demonstrations were based on a dime placed on a
block of wood which was in turn placed on an inclined plane. That is, the
demonstrations in the two DOE interviews had different surface features
and the same deep structure.

THe PitrsBURGH GROUP

The instructional group was comprised of 13 middle school students se-
lected from school districts in Allegheny County. These students were all
designated as academically gifted by the criteria set forth by the P.enns'ylva-
nia Department of Education and all had demonstrated an interest in science
out of school. A control group of 10 was selected from the same sch901
districts by use of the same criteria. This group was also given the cognitlve
structure probes on two occasions separated by eight weeks, but did not
experience any special program in this time.
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The instructional period occupied 10 weeks, during which the students
came to the Learning Research and Development Center at the University
of Pittsburgh for one full day, from 9:00 a.m. to 2:30 p.M., each week. The
first session was occupied primarily with an orientation to the program,
organizational matters, and the pre-instructional student assessment. Most
of the tenth session was devoted to presentations given by the students for
their parents and regular science teachers. The post-instructional testing
took place near the end of the ninth session. Hence, with allowances for
breaks and lunch, the total instructional time available was approximately 30
hours. In each day’s session, generally about 2 hours and sometimes more
were spent in discussions of students’” ideas and various issues concerning
motion. These were the occasions when the ideational confrontation strategy
was most directly applied. The rest of the time in each session saw the
students engaged in carrying out various laboratory activities involving in-
clined planes, force tables, an air track, and other apparatus, or in per-
forming computer-simulated mechanics experiments, or both. While the
students worked on these activities in small groups, an instructor was gener-
ally at each station to raise questions and promote further discussions.

For the instructed group students as a whole, their previous formal in-
struction related to the physics of motion was minimal. The 6 eighth graders
in the group had been exposed prior to the beginning of this study to the 3-
to 4-week unit on motion, energy, and machines typically found in eighth-
grade physical science or general science textbooks. The group’s 6 seventh
graders and 1 sixth grader had not received even that much formal instruc-
tion relating to mechanics prior to this study. Their in-school exposure to
mechanics was limited to whatever may have been included in their elemen-
tary school science programs, few of which include very much. Two of the
students reported that they had studied topics in mechanics quite exten-
sively on their own.

FINDINGS FROM THE COGNITIVE STRUCTURE
PROBES

In the tree construction task, the students were asked to select the pair of
concepts they considered most related, the second-most-related pair and so
on. We found that their choices for the early positions focused on a very
limited number of the concept pairs. Of the 136 possible pairs, only 9
different pairs were cited on the pre-test as most related by one or more
students, and only 7 different pairs were selected first on the post-test. All
told, only 30 different pairs were selected first, second, or third by any
student on the pre- and post-tests combined. Seven of these 30 pairs ac-
counted for 54% of all the selections for the first three positions.
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On the pre-test, the pairs most frequently selected as the most-related
concepts were speed—velocity (three times) and motion—speed (three times).
Solitary selection of most-related concepts went to each of these seven pairs:
motion—change of motion, direction—distance, acceleration—velocity, iner-
tia—speed, acceleration—speed, time—speed, mass—displacement. When the
students repeated the tree construction task on the post-test, they again
picked the speed—velocity pair most frequently (four times) as the most-
related concepts, but now the force—motion pair was selected as the most
related by three students and the acceleration—change of motion pair was
selected for first position by two students. Pairs each selected once on the
post-test as most-related were acceleration—force, distance—displacement,
direction—distance, and magnitude—velocity. It is of interest to note that the
most frequently selected first position pair on both the pre- and post-tests is
one where the concepts (speed and velocity) are viewed as synonyms by the
students. Also noteworthy is the observation that the concept of force does
not figure in any of the most-related pairs at pre-test time, whereas it ap-
pears four times in first position pairs on the post-test. This change is con-
sistent with one emphasis of the intervening instruction.

In the instructed group’s responses to the word association task, the total
number of associations made by the 13 students on the pre-test was essen-
tially the same as on the post-test (290 vs. 292). However, the associations
they made were very different. A total of 137 terms was used to generate the
pre-test associations. After instruction, 179 terms were used to generate the
associations. About 42% of the terms used on the pre-test were also used on
the post-test. However, an analysis of the sentences generated using these
repeated terms shows that, with a few notable exceptions, the relationship
between the stimulus and the associated term changed from pre- to post-
test.

Two instances where the relationship between the stimulus and associated
term did not change were between force and motion (movement) and be-
tween mass and weight. In both instances, the maintained relationship was a
scientifically incorrect one. Nonetheless, in most cases, the sentences con-
taining both terms were not propositions directly relating to the co’r’lcepts
(e.g., “mass is not the same as weight”; “force is a vector quantity”), but
rather sentences in which the two terms happened to co-exist (e.g., “The
force of the power plant is unmanageable”). Most of the sentences were
contextual (e.g., “I am exerting a force on this chair”) and in no instance
were concepts related in a formal way (e.g., “Force equals mass times accel-
eration”). In summary, two observations relevant to the relationships be-
tween terms are that there is little consistency between pre- and post-test
associations and that there is no identifiable trend in the changes from pre-

to post-test.
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Before producing a concept map in the ConSAT Task, the students were
asked to identify which of the 17 concepts they recognized and which they
did not. On the pre-test, five different concepts were placed in the unrecog-
nized pile by one or more students. The concepts identified as unrecognized
were frame of reference (five times), resultant (four times), displacement
(two times), velocity (one time), and relative (one time). Moreover, no defi-
nitions of any kind were recorded by 11 students for frame of reference, by
10 students for resultant, by 7 students for displacement, and by 2 students
for relative. On the post-test, none of the 17 concepts was classified as
unrecognized. Definitions were not given by 2 students for frame of refer-
ence and by 1 student for displacement.

The difference in knowledge of the concepts is also indicated by the pre-
and post test difference in the terms for which the students gave definitions.
On the pre-test, there were 38 places, involving 10 different concepts,
where a definition was not even attempted. On the post-test, there were
only 9 occasions, involving 6 concepts, where students did not give a defini-
tion. Approximately 75% of the 38 omitted definitions at pre-test were for
the three concepts frame of reference, resultant, and displacement. At post-
test, all of the terms were predominantly defined in a way which was con-
sistent with a physical science definition, as opposed to merely an instance of
the concept describing or providing an example which involves the concept.
Also, at post-test the definitions incorporated markedly more physical sci-
ence concepts from the list of 17 concepts itself. Changes also occurred in
the structural organization of the terms. These changes point toward the
development of increased concept differentiation. Both the pre- and post-
ConSAT structures contain groups of terms. Each group has a superordinate
term characterizing the terms in it and each of the groups is typically linked
to another group by a relationship. Expert structures of the same terms do
not have any groups—each term being linked to another by a specific rela-
tionship. We take this as evidence that the terms are not well differentiated
by the students. Evidence that the students are beginning to differentiate
the terms better is provided by the fact that in the post-instructional struc-
tures there are on average more groups and more explicit relations between
individual terms within groups. This is in contrast with global statements
about relationships between associated groups of terms that are evident in
pre-instructional structures.

In the transcripts of the DOE interviews given before the instruction, the
most striking feature of the students” analysis of the inclined plane is the
absence of any of the target terms in the reasons the students give for their
predictions. The students’ analyses of the physical situation were con-
sistently based on two surface features of the situation, the slope (angle of
incline) of the plane, and the roughness of the surface on which the coin was
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placed. A few students mentioned friction and gravity as factors related to
roughness and incline but no student attempted any analysis of the forces on
the coin. On the post-test DOE interview, even though the students h'fld
been exposed to very specific instruction about the gravitationgl and fric-
tional forces on objects in free fall, none of them applied anything resem-
bling a force analysis to the coin on the block in the post-test problem. Al
used an argument based on surface features similar to that used on the pre-
test. Even though the information and skills necessary to attempt a force
analysis were available to the students, the real-world nature of the problem
triggered the well-practiced analysis.

THE VICTORIAN GROUP

The students involved in the Victorian part of the study were science
graduates undertaking a one-year course in teacher training at Monash Uni-
versity with the aim of teaching high school biology or chemlst'ry. In the
Victorian context this means that they would also teach general or 1ntegrat.ed
science in years 7-10 of high sehool, and thus be involved in t('eachmg
physics concepts. As all of our work on instruction to change physics cog-
nitive structures prior to this study had been with middle school students, a
pilot program was run with eight trainee teachers. None of the data from this
trial is reported here. .

Because of course and administrative constraints, the group involved in
the study were all volunteers. The choice to join the group was Tade on the
basis of information describing what would take place as being }’hysws for
Non-physicists” directed toward developing an understanding ofllmportant
ideas in elementary physics. Students had the option of joining this group or
one of thirty or so others which ran across the total spectrum of issues of
possible relevance to trainee teachers. .

The group comprised six students. It is clear, given the 01rcur.nstances
described above, that all six both saw their understanding of phy51.cs to be
inadequate and had considerable motivation to try to rectify this 51tuat10}111.
The group met for two full days each week, from 9:30 A.Mm. to 4:00v.m. T g
first day of the first and fourth weeks was given over to the group an
individual tests of cognitive structure. Thus, the instructior} occuple?d five
days, or about 30 hours. A control group was generated, again by calling for
volunteers. However, the resulting group differed considerably from the
instructed group in terms of physics background, and consequet?tly, ;lh(i
control group data are not considered here. This problem emphasizes t}il
the instructed group cannot be considered a representative sarr?ple of the
population of prospective secondary science teachers who have inadequate

training in physics.
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Because of the nature of the group, there were some differences in the
conduct of the study by comparison with Pittsburgh. The Victorian students
reacted individually (in writing) to the experiences of each day and to the
whole sequence. In addition, on the first day they gave relevant biographical
data and their pereeptions of the areas of physics they believed they under-
stood or did not understand. Discussions with the group tended to run for
longer periods of time and cover a wider variety of relevant issues than was
the case with the Pittsburgh group.

The same five cognitive structure probes were used in pre- and post-
instruction. Thus far, the analyses of these data have been somewhat differ-
ent from the Pittsburgh analyses, being more global, having a stronger focus
on the individual probes than on the group probes, and including inspection
of the transcripts of the instruction sessions. The major reasons for this
approach being the first consideration of the data are the very different pre-
instruction cognitive structures of the group (as compared with the Pitts-
burgh group) and the clear indications through the period of the study of
changes in the ways individuals interpreted physics-based events and issues
(and, therefore, the implication that cognitive structures had been changed).

FINDINGS AND DiscussioN

All six students had undertaken physics at Years 11 and 12 in high school
(the normal mode of school physics study in Victoria), and four had com-
pleted first year university physics. All were biology or chemistry majors.
Four claimed to understand basic mechanics when given open-ended ques-
tions about their knowledge of areas of physics at the first sessions, one
stated he did not understand vectors and another that he did not understand
mechanics but did understand forces. Given the extent of physics courses
undertaken, it would be expected that the students would have some knowl-
edge of school physics. Within limitations this was the case. Where indi-
viduals are identified in the discussion, C, I, J. L, N, and Z are used.

Data from the word association task did not show the characteristics evi-
dent in the Pittsburgh data. At the analysis-by-inspection level used thus far,
much more consistency is evident. Just over 50% of pre-test associations
were repeated in the same sense (as judged by the sentence produced for
each response) on the post-test. A significant number of non-repeated re-
sponses were synonyms and examples (e.g., in response to change of mo-
tion—stop, start, slow down, veer; to force—gravitational, electric, mag-
netic, nuclear). Although the pre-test produced a considerable number of
propositions, there were relatively few relationships. Associations reflecting

= ma were given by all, but the accompanying propositions indicated a
lack of precision in the view of this relationship. The above comments do not
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apply to J whose associations were more precise and reflected something
nearer to a physicist’s view.

In every case but one (student I), the first chosen pair of concepts in the
tree construction task were descriptive and kinematic (e.g., speed—velocity,
displacement—distance). Student I began with force-resultant. This observa-
tion bears striking similarity to the pairs selected by the younger Pittsburgh
sample, which were overwhelmingly descriptive and kinematic. This obser-
vation is interesting in terms of the view expressed by Easley (1971; quoted
at the beginning of the paper). In the free sort task there was a tendency for
groupings to be formula-based.

The request for definitions which is part of the ConSAT Task caused
difficulty for all students. While all students sorted all concepts into the
“recognized” pile, except for N who had two “unrecognized” (frame of refer-
ence, inertia), there was universal unease about the request for definitions.
Although demonstrably incorrect definitions were rare, attempts which
were sufficiently vague as to be inadequate were relatively common. Even
vagueness was not always reached for more abstract concepts such as inertia.
The subsequent concept maps, in most cases, reflected these problems.
Inertia was most commonly placed on the map with considerable difficulty.
Links beyond the initial joining of two concepts were rare. As for the word
association task, student J was an exception. Her concept map was more
integrated and her definitions both more precise and more confidently
advanced.

All students gave predictions consistent with subsequent observations for
situations in the DOE interview. However only one (student ]) consistently
used a force analysis in explaining this series of statics and dynamics situa-
tions. The other five, to varying degrees, explained in terms of the surface
features of the demonstration rather than the underlying physics. Both these
explanations and the reactions to the set of provided answers produced a
number of incorrect statements about forces and motion.

In general, with the exception of J, the pre-instruction cognitive struc-
tures of the students were characterized by the presence of relationships in
the form of formulas which were not utilized for real events or other applica-
tions and by the presence of considerable propositional knowledge which
lacked specificity and was occasionally incorrect. A very brief summary of
these features emerged at the beginning of the first instructional session.
The first task in this session was to consider the question, “What are some of
the things we can say about the relationships between force and motion?”
Students recorded consensus answers on a blackboard. A facsimile of that
blackboard is given in Figure 11.1. This blackboard summary remained
throughout the period of instruction, with modifications being made as stu-
dents saw these to be necessary. It is interesting to note that an early

11, EFFECTING CHANGES IN COGNITIVE STRUCTURES 175
'Cﬂ-\ have »{D"ﬂ- vithout motion What are some of s Mass  doesa't come
. . the things we can . .
« Can have mobion without .)C\rcg say about the re- into  mohon
. lationship between .
o Can have {<ru_ with motion force and motion? * moton = movement

e forre has o direchion and
»vudnH-ch ~ tese
e sort aé( moF1om ? 3&‘
s Foree i a 7\;.4,{:.43 ,

motion a description

D.‘f}uw{ masses

bave 4_},&;(.1" on
motons whieh
Coun Occur

s Fexma Aot relevant 4o
all sitvations

FIGURE 11.1  Blackboard summary after first segment of first instructional segment.

response given to the beginning question in the first session was "F = ma.”
All agreed this was an appropriate answer but, when then asked to explain
what it meant, no student was prepared to volunteer an answer.

In their reactions to what was happening written after each instructional
session, all students made claims which suggest that changes were occurring
in their cognitive structures. Their reactions are summarized before the
post-instruction probes are discussed.

After the first session, all wrote in terms of “I don’t understand what 1
thought I did,” and all indicated a positive motivation to the experience.
This positive reaction was apparently contributed to by a long discussion
about normal reaction forces. During this discussion (as shown by the tran-
script), considerable steps were taken toward reconciling an intuitive view of
force being a dynamic entity associated with movement with existing knowl-
edge from physics courses that a normal reaction force should be considered.
In other words, as well as having their beliefs about their own understand-
ings shaken, they also perceived that their understanding had increased in
one area. The second session was largely devoted to prediction, observation,
and discussion of falling bodies. (The actual instruction in this session is
discussed more fully in the conclusion.) Student reactions after this session
indicated considerable change in their views about physics learning:

[The session] enabled me to see how others view things and why they view them this
way. Made one think hard to get a totally convincing argument for your side and any
inability to do this gives you the suspicion that you are not in fact correct in your
initial explanations . . . helps in understanding our false misconceptions and being
confident in our new ideas. (student N)
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During [the] group discussion I changed my mind about the forces operating on the
falling bodies. . . . Some people fight hard not to change preconceived ideas. (stu-
dent I

It feels strange to contradict oneself half an hour later. It's worth the lengthy time
involved because I can have time to gradually understand the issue at point. . . .
[It’s] as if we are trying to turn a blind eye to the truth. It's comforting to try to keep
certain ideas forever even if there’s a chance that they may be wrong. (student Z)

I'm shattered! Didn’t realize how devastating it could be to have a deep rooted belief
proved wrong. Can I blame my physics teacher? It would be all right if some dummy
didn’t pose a question which could be used to support the opposite argument.
Seriously though, very instructive. I don’t know if I'm going to be able to last the
distance. I'm mentally exhausted after each session and the effort to hold out when
I'm wrong is very draining. Great fun so far even if I hate it at odd times. (student C)

Even though I had the correct idea today that acceleration is approximately con-
stant, at first I could only say that the forces were different by using F = ma. After
having to think of arguments for this, I could justify it from an observational point of
view. . . . The open discussion and justification of ideas is a brilliant way toward
understanding physics. Substituting numbers in formulas seems to be a poor alter-
native. (student L)

Student J, whose pre-instruction data suggested a more comprehensive rele-
vant cognitive structure, gave physically appropriate predictions and expla-
nations for all situations used in Session 2. However, even she reported that
“my very first impulse was to claim that equal forces were acting on the balls
[of different mass].”

The general trend evident in the above quotes continued through the
remaining session, although the reactions were not elaborated in such detail.
For example, student C commented, “I don’t smart so much any more”
(after Session 4) and, “Becoming more receptive to change in my supposed
convictions” (after Session 5). The written reactions to the whole sequence of
instruction were also very consistent with the above quotes from Session 2
reactions. Students all expressed the belief that their views had changed
(with all giving detail of at least some of these changes). The importance of
discussion, of considering the views of others, or relating a situation under
consideration to other real-world phenomena were all seen to be significant
in promoting changes of view.

The blackboard summary at the end of the instruction is represented in
Figure 11.2. The progressive changes evident in this figure had been made
in response to the question, “Is there anything you would like to change on
the blackboard?” at the end of Sessions 2, 4, and 5. Students were not
specifically asked to add additional statements, only to consider modifying
what was there. This final summary shows less imprecision and more cor-
rectness (in terms of the physicist’s view of force and motion).

The post-instruction probes of cognitive structure suggest that the cog-
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FIGURE 11.2  Blackboard summary after completion of instruction.

nitive structures of four of the students have been changed in the ways they
reported through the instruction. The exceptions are student J (who, in
simple terms, had less to change in her cognitive structure), and student N.

The most powerful, even though general, evidence of a change in cog-
nitive structure comes from the DOE interview. All students except N
immediately described the situation used as being the same as that used in
the pre-test despite the two situations having quite different surface fea-
tures. All but N consistently used the underlying physics principles to ex-
plain their predictions and their evaluations of the provided set of answers.
Student N showed some tendency to do this, but was not consistent. Only
student N used imprecise statements in responding to the situations.

The definition task involved in the ConSAT Task was much more
positively approached and much more appropriately answered. Impression
was evident in mass and inertia definitions from student N and inertia from
student C. By comparison with the pre-test maps, concept maps showed
more connections and greater precision in connections.

In the tree construction task, the most related pair of concepts was seen to
be mass and inertia by students I, J, and L. The remaining three selected a
pair of descriptive, kinematics terms as they had done on the pre-test,
although no student began with the same pair as they had on the pre-test.
The word association data showed a decrease, relative to the pre-test, in
synonym and example responses for all students. However, the total associa-
tions given increased by 29%, and by about 40% for the abstract concepts
Jorce, mass, and inertia. Increases were much smaller for the more familiar
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descriptive terms speed and change of motion. Incorrect propositions on this
task were very infrequent and there was much more precision evident.
Relationships between concepts were more frequent than on the pre-test.

FURTHER PITTSBURGH ANALYSES

In addition to examination by inspection of data collected from the in-
structed group, a number of statistical analyses which apply various scaling
techniques to the response data obtained via the several probes of cognitive
structure have been undertaken.! The data from the three group-adminis-
tered probes (word association, free sort, and tree construction tasks) have
been analyzed. Proximity matrices have been produced from responses to
each of the three tests and scaling methods applied to these matrices to
produce representatives of cognitive structure. Latent partition analysis
(LPA), multi-dimensional scaling (MDS), and hierarchical clustering (HC)
methods were applied to the proximity matrices from each of the three tests,
with the exception of the word association matrix to which LPA cannot be
applied. Hence eight representations of group cognitive structure resulted.
The procedures adopted for analysis of responses to each of the three tasks is
described elsewhere (Champagne et al., 1984). A brief discussion of the
results of the quantitative analysis follows.

Analysis of the Pittsburgh data from the word association task yielded
relatedness coefficients for pre- and post-test data from the same group that
are generally low and sometimes zero. This finding led us to conclude that
these input data were too unreliable to permit valid statistical analyses.
Hence no further analyses are reported.

The previous finding is difficult to interpret. Both in a previous study in
which an identical word association task was used in a pre- and post-instruc-
tion context (Gunstone, 1980) and in the Victorian section of this study quite
contrary observations have been made. Because these latter uses involved
Grade 11 and teacher-training students respectively, the age of the Pitts-
burgh students might provide an explanation. It is logically reasonable to
suggest that the Pittsburgh word association observations result from stu-
dents of this age having cognitive structures in this content area which are,
relative to older students, poorly articulated and unstable in terms of propo-
sitional knowledge. However, no support for this hypothesis exists beyond
the general perspectives we have formed from working in this content area
with middle-school students.

The other analyses conducted suggest little change in the cognitive struc-
ture representations derived for the Pittsburgh students. For every com-

IThese analyses were developed primarily by our colleague, Ron Hoz, who also guided the data
reduction, scaling, and interpretation work.
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bination of the two remaining data-gathering tasks (free sort, tree construc-
tion) and three scaling methods (LPA, HC, MDS) used: (1) the cognitive
structure representations of the instructed and control groups derived from
the pre-test are quite similar, and (2) the cognitive structure representations
of the control group derived from the pre- and post-tests are quite similar.
The degree of similarity in these two comparisons serves as a baseline for
assessing possible pre-post- changes between pre- and post-test in the cog-
nitive structure representations of the instructed group students. We find
that the instructed group’s post-test representations are just as similar to
their pre-test representations as the representations compared in com-
parisons (1) and (2) are. Hence, changes are not evident in the instructed
group students’ cognitive structure representations from pre- to post-test.
Using the same baseline, we also observe that, consistent with the preceding
findings, the cognitive structure representations of the instructed and con-
trol groups derived from the post-test are quite similar. Only one set of
representations is presented here, as this set is typical of the consistency
evident in all representations. Figures 11.3-11.6 show two-dimensional con-
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FIGURE 11.3 Rotated 2-D configuration of free sort task, instructed group, pre. (Abbrevia-
tions used: ace, acceleration; chg, change of motion; dir, direction; dpl, displacement; dst,
distance; for, force; frm, frame of reference; int, inertia; mas, mass; mgn, magnitude; mot,
motion; pos, position; rel, relative; rst, resultant; spd, speed; tim, time; vel, velocity.)
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FIGURE 11.4 Rotated 2-D configuration of free sort task, instructed group, Post. (Abbrevia-
tions explained on Figure 11.3.)

figurations derived from the free sort task data for instructed group pre- and
post-test and control group pre- and post-test, respectively. These represen-
tations depict the 17 concepts located in a two-dimensional space, which was
chosen as the optimal solution in the application of multidimensional scalmg.
Both visual comparisons and calculated indices of goodness of fit for each pair
of representations suggest considerable stability in the cognitive structure
representations of the instructed group. '
This apparent failure of the instruction to produce detectable changes. in
cognitive structure has a number of possible interpretations, three of which

we advance here.

1. Our previous work points to the difficulty of changing cognitive struc-
tures associated with the interpretations of events which are part of th'e
students’ real world. In the area of introductory mechanics considered in this
study in particular, there are grounds for arguing that pre-instructio'n con-
ceptions derived from experience are more resilient than are conceptions in
other science areas. o

2. The possible explanations for the unexpected characteristics of tbe
Word Association Task data presented above may be relevant here. That is,
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the failure to detect change in these cognitive structure representations may
be a result of students of this age having cognitive structures in this content
area which are not well articulated and are frequently unstable in terms of
propositional knowledge. Given this, one could argue that the stability in
representations may result from the nature of the task, and might not be
found in other data.

3. Although no change was detected, there were differences in the in-
structed group pre- and post-test responses to the cognitive structure
probes. For example in the Free Sort Task, differences are observable both
by inspection and by the correlations of the proximity matrices derived from
the pre- and post-test responses of both groups. The correlations may indi-
cate changes in the instructed group cognitive structure that were not de-
tected by the target terms and analytical methods applied.

The target terms were selected to represent the major concepts related to
classical mechanics and to detect any major restructuring of the students’
conception of mechanics from some naive perspective to the Galileo-Newto-
nian one. A significant finding of the quantitative analysis is the similarity of
cognitive structures of the instructed and control groups, both before and
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after the instructional treatment of the instructed group. This finding lends
support to the qualitative studies done by many investigators which h"dVG
revealed the consistently Aristotelian characteristics of the naive conceptions
of mechanics of a broad range of students. These results also substantiate the
reports by other investigators that the Aristotelian features of beginning
students’ conceptions are difficult to change. ’ .
Clearly no major restructuring of the Pittsburgh students’ conceptions
occurred as the result of the instruction. However, there is evidence thflt
students’ knowledge about certain target terms (e.g., frame of reference) did
increase and that this knowledge made the students’ analysis of the motion O’f
objects more powerful. Some important changes also occurred in stuc.len't.s
differentiation of terms; for example, their awareness that there is a 51gn1f1-
cant difference between mass and weight. These comments about changes in
instructed students’ knowledge are consistent with findings in the quan-
titative analysis of the data (Champagne et al., 1984). Moderate differences
between proximity matrices derived from task response data are washed out
by the analytical methods used to produce the cognitive structure represen-

tations.
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CONCLUSION

The purpose of this research was to investigate the effectiveness of the
ideational confrontation strategy in producing conceptual change. Concep-
tual change can be effected in either the contents of cognitive structure or
their structural organization. Findings from this preliminary study suggest
that the ideational confrontation strategy has promise both for engendering
restructuring of students’ existing knowledge and for changing the contents
of their knowledge. Moreover, the strategy produces other significant
changes, for which we saw evidence in the complementary findings for the
two groups.

A general observation from the findings is that the effects of the ideational
confrontation strategy differ somewhat for students with different charac-
teristics. Perhaps this interaction was most clearly demonstrated with re-
spect to the changes in knowledge structure and contents, but it applies to
the other aspects of change as well. An obvious difference between the
students in our two groups is that the Victorian students had more verbal
knowledge derived from formal physics at the outset than the Pittsburgh
students. The contents of the Victorian students’ knowledge before the in-
struction included quite a reasonable share of propositions based on the
Galileo-Newtonian view of mechanics (even though their interpretations of
real phenomena were often not Newtonian). By contrast, the knowledge
about motion held by the Pittsburgh students, who as a group had previously
had very little mechanics-related instruction, was essentially limited to their
naive, Aristotle-like, experience-based conceptions pertaining to the motion
of objects. In the course of instruction utilizing the ideational confrontation
strategy, the Victorian students were able both to place a new structure and
to better reconcile this formal knowledge with interpretations of real-world
phenomena. For the Pittsburgh students, the main effects of the strategy on
their knowledge were to increase its precision through the differentiation of
related terms, to augment the contents with some new mechanics concepts
(e.g., resultant) and to inject the physicist’s canonical meanings of certain
concepts (e.g., acceleration, force). All these effects can contribute to the
formulation of explicit propositions about motion and to the nascent structur-
ing of propositions, but they do not indicate a restructuring of the student’s
larger conceptual structures related to the motion of objects. In other words,
the effects of ideational confrontation on the Pittsburgh students’ knowledge
differs from those for the Victorian students, but they are also consistent
with the differences in initial knowledge.

Another general area where the strategy produced complementary effects
for the two groups concerns the students’ construction of valid and convine-
ing explanations for observable physical phenomena. It is remarkable that
the students in both groups were initially quite reluctant to construct such
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explanations, as we saw in the pre-instructional DOE interviews and the
initial days” discussions. For the Victorian group, the change from reluctance
about explaining motion phenomena to persistence in seeking the best ex-
planation took place more rapidly than for the Pittsburgh group and was
closely related to the developing awareness of their own thought processes
and the nature of their knowledge. Inspection of the transcripts of the Vic-
torian instruction sessions and the students’ reactions to the sessions does
not suggest a dramatic “flash of inspiration” when this change was suddenly
made, but rather that the students” self-awareness developed over a period
of time. However, it is clear that the ideational confrontation in the second
session was of great significance. In this session, students began by predict-
ing the relative times of fall for 2 spheres of about 0.1 m diameter when
dropped from about 2 meters. One sphere was lead, the other a plastic ball.
Although all predicted equal times, four (C, I. N, Z) said this would be the
case because the same force acted on each sphere. This difference was
debated at length. The process was then repeated for the spheres dropped
from a height of about 12 meters (for which there is unquestioned difference
in the time of fall), for two cubes of identical volume and different mass
dropped about 0.25 meter in water, and finally for the two cubes dropped
the same distance in oil. This process occupied about 53 hours (with coffee
and lunch breaks not included). Transcripts and students’ reactions make it
clear that the first part of the next session—discussion of a demonstration of
two carts of different mass being pulled by identical forces at the same
time—should be seen as part of this sequence.

The significance of this sequence lies not in the changes in specific knowl-
edge contents per se, but in the way in which this experience promo'ted
strongly held alternative views and lengthy and voluble debate. This particu-
lar sequence resulted in all students indicating that they began to under-
stand the origin and resilience of views which caused themn to be concep-
tually troubled by the perspectives advanced in their previous physics
courses. It was common through the remainder of the instruction for indi-
viduals to overtly use the second session experience to argue to themselves
and others about internal consistencies in their interpretations of events and
inconsistencies between these interpretations and the tenets of Galileo—
Newtonian mechanics. Having developed this degree of introspection, the
Victorian students became quite adept in seeking out reasonable explana-
tions for motion phenomena and, in doing so, they were prepared to con-
tinue debate on an issue for extreme lengths of time.

The Victorian students’ far greater maturity and cognitive development
allowed themn to become more introspective than the younger Pittsburgh
students. Nevertheless, at their own level of development, the Pittsburgh
students also learned to devise explanations for motion phenomena through
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the process of constructing arguments. In fact, the ideational confrontation
strategy requires that students become skillful in developing arguments to
support their assertions aud to defend a point of view in the face of conflict-
ing opinions. Students must also be motivated to exercise these skills, A
major change in the behavior of the students in the Pittsburgh group was the
development of the ability and the willingness to engage in discussions about
the motion of objects.

Once the students became convinced that this behavior was acceptable—
even desirable—the group debated scientific issues at length and with en-
thusiasm. Our preliminary analyses of transcripts of the instruction suggest
that the quality of the students’ arguments improved over the course of the
instruction. At about the mid-point of the Pittsburgh instruction, a visitor
observed a lengthy discussion about the weight of a brick in water, and he
expressed both surprise and delight about the length and quality of the
discussion. Comments made by two of the students” teachers who also ob-
served the discussion are also significant. One teacher noted that much
valuable time would have been saved if the students had simply been told
the answer. Another teacher wondered if the science classroom is an appro-
priate place for discussion. Given the prevailing attitude of teachers, the
observed initial reluctance of the students to engage in discussion that lead
to reasoned explanations is not surprising. However, the important observa-
tion is that this reluctance can be overcome via the use of such strategies as
ideational confrontation.

One problem noted with regard to this strategy was the large difference in
participation in the discussions by the Pittsburgh young women and men.
With one exception, there was significantly less participation in the discus-
sion by the young women, and efforts by the female instructor to actively
encourage their participation were not successful. At this time, we have no
satisfactory suggestions for alleviating this problem, which probably has its
roots in prevailing societal attitudes and in the developmental process of
adolescents. The problem of differential participation in discussions by gen-
der was not strongly manifested in the Victorian group of much older univer-
sity students, all of whom were committed to becoming teachers, whose
social role is generally perceived as expressive.

In summary, we have successfully used the ideational confrontation strat-
egy to produce conceptual change in a content area for which we have found
this process to be very difficult. We have achieved this change in what we
regard to be the remarkably short time of approximately 30 instructional
hours, spread over 5 days (Victoria) or 8 days (Pittsburgh). The changes in
both groups involved the development of some understanding of the scien-
tist’s perspective concerning the physical domain of motion, an understand-
ing which may well be applied by the students in other content areas.
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Especially the Victorian students, with their greater introspective sk.ills,
were able to gain considerable insight into the distinction between the scien-
tific way of knowing and knowledge based on individual experienC('e and
interpretation, and to use this insight to gain considerable understanding of
the processes of their own learning. On completion of the course, all the
Victorian students claimed that these personal metacognitive insights would
influence their subsequent learning. This claim has not been investigated.

This research also has implications for the psychological theory underlying
the ideational confrontation strategy. Ideational confrontation is one version
of interactive dialogue, which has been proposed as a strategy to facilitate
schema change (Anderson, 1977; Riegel, 1973). However, advocates of the
strategy have not posited any theoretical mechanism by which the strategy
produces cognitive changes. The results of the study reported here may
inform the process of the development of such a theory. We propose that the
active mental manipulation of concepts and principles in the formulation and
revision of arguments plays an important role in the differentiation apd
integration of concepts and in the restructuring of knowledge. Equally sig-
nificant is the strategy’s influence on the development of the distinction
between the scientific way of knowing and knowledge based on individual
experience and interpretation. The process of engaging in 1'.11teractiv'e 'di-
alogue helps develop the ideas of rules of evidence and criteria for validity.
This knowledge about the nature of science concepts and the procedures
involved in establishing them may be a crucial link in the learner’s formula-
tion and reformulation of the contents of his or her own knowledge. This
kind of mediating link may be developed in the course of engaging in in-
teractive dialogue, such as ideational confrontation.
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METALEARNING AND
METAKNOWLEDGE STRATEGIES
TO HELP STUDENTS LEARN HOW
TO LEARN*

Joseph D. Novak

INTRODUCTION

For centuries, all serious teachers have recognized that students who learn
rapidly and who can retain and use their knowledge in new contexts are not
common. The question has been, why do some students learn so well and
others so poorly? This challenge was met by Socrates with the strategy of
“Socratic questioning” wherein through a clever sequence of carefully
chosen questions, even the ignorant slave could be brought to understand
the world as Socrates saw it. The assumption was that knowledge existed
covertly in all humans and that proper questioning could reveal this knowl-
edge in a way analogous to the way in which human potential was revealed
when the form provided by the father was freed to develop by copying itself
onto the material provided in the mother’s womb. No one believes today
that the form of the human expands from the miniature folded in the sperm
and very few people believe that the knowledge exists preformed in the
human brain and the secret to intelligence is to find strategies to let it out.
However, I argue that there is great learning potential in humans that
remains undeveloped and that many common educational practices impede
rather than enhance expression of this potential. Current knowledge about
human learning (metalearning) and knowledge about the processes by which
humans construct new knowledge (metaknowledge) can help to release
much more of the intellectual potential of humans. Some recent research
completed at Cornell University is cited to support this thesis.

*An earlier version of this chapter was presented at the International Seminar on Misconcep-
tions in Science and Mathematics, Cornell University, June 21, 1983.
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PSYCHOLOGICAL BASIS FOR METALEARNING
AND METAKNOWLEDGE

Since 1964, our research program has been based upon the cognitive
learning theory of David Ausubel. His Psychology of Me‘a'ningf'ul Verbal
Learning (1963) and later Educational Psychology: A Cogmtu?e View (.1968)
present a comprehensive, coherent theory of cognitive learnmg that is ex-
plicitly directed toward human learning, especially in school s<?tt1ngs. Overa
decade or so of application in research and instructional planning, we gr'a.du-
ally came to understand his theory, and this work also led to some mochf]ce.l-
tion of the theory (Ausubel, Novak, & Hanesian, 1978). .Publlshed in six
languages, Ausubel’s theory has had world-wide recognition but probably
has the least acceptance in the United States. Neverthel.ess, our research
group continues to find his theory, with a primary empha51§ on the nature of
meaningful learning, the most powerful and comprehensive for our work.
We have added some aspects of “cognitive science” to the theory and further
modified the theory in regard to cognitive development (Novak, 1977'3,
1977b; 1980; 1982). Wittrock's (1974) Generative Learning theory had its
origins in Ausubelian cognitive psychology and Wittrock h'fls elaborated on
some of Ausubel’s earlier ideas. Mayer (1983) has summarlze('l some of his
early work with Ausubelian theory, but in his Promise of Cognitive Psychol-
ogy (1982), he chose to ignore the early contributions in deference to now
widely popular “cognitive science” views. o

With regard to cognitive development, my current view is t.hat by age.3,
all normal children have essentially the same cognitive operational capacity
as adults, but what varies from person to person and with increasing years
are the frameworks of disciplinary specific concepts and propositions m('l]-
viduals possess. Our position is supported by recent Work as that of Klelf
(1979) and Macnamara (1982), plus our own interpretation of a large body o
research dealing with human cognitive performance (see No.v.ak, 1977.1)).
However, I argue in this Chapter that generically relevant cognitive leellrnllng
strategies can be acquired and that it is possible that important qualitative
differences develop in learners over the span of school years. In fact, Wef
have suggested that these qualitative differences may account f().r much o
the gross underrepresentation of women in science and mathematics careers
(Ridley & Novak, 1983). ' '

The key idea in Ausubel’s theory is the nature of meann.]gful learnn'lg, iils
contrasted with rote learning. Ausubel’s distinction here 1s.at once simple
and profound. He defines meaningful learning as non-arbltrar}’/, non-ver-
batim, substantive incorporation of new knowledge into a person’s c'ogmtlve
structure, whereas rote learning is described as arbitra.ry, verbatim, non-
substantive incorporation of new knowledge into cog.nitlve structure.

Taken by themselves, each of the words in the previous sentence is poten-
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tially obvious. We all know that verbatim learning occurs when we memo-
rize definitions (e.g., a noun is the name of a person, place, or thing) without
stopping to consider the meaning of each word in the definition and their
combined meaning. We all have experienced “losing points” on a teacher’s
test when our definition was not verbatim the teacher’s definition. We may
have provided a substantively identical definition, but we chose different
words or word sequences to do it. We may have regarded the teacher’s
wording as arbitrary, but the teacher regarded it as sacrosanct. In religious
or mystical rituals, verbatim repetition may be sacrosant, but this should
rarely be essential in school learning. Ausubel goes further to define mean-
ingful learning as requiring (1) meaningful learning materials (Ebbinghaus
did studies on retention following rote learning of nonsense material), (2) a
meaningful learning set, for example, a disposition on the part of the learner
to link each concept label in the new material with concepts he or she
already possesses, and (3) relevant cognitive structure, that is, some con-
cepts already present in cognitive structure that can be related non-ar-
bitrarily to the new concept labels.! As Macnamara (1982) has shown, young
children do this remarkably well between the ages of 15 and 30 months.
They also do something else that is remarkable—all normal youngsters
discover autonomously the meanings of some abstract concept labels such as
I or you, or she or me. Subsequently, they use these discovered concept
labels to acquire from older children or adults the meanings of new concept
labels, and vocabulary building accelerates rapidly until early school years.
Macnamara found that his son, Kirnan, acquired meanings for 297 words
(concept labels) in his fifteenth through nineteenth month but meanings for
211 words in his twentieth month.

In case there are still any Skinnerians around, I would point out that to use
211 words without errors in simple two word sentences, Kirnan would have
had to form 4 stimulus—response linkages during his twentieth month. Of
course, not all two word sentences make sense, so we might divide this
number by, say, a million—a very generous assumption that only one in a
million sentences with only two words Kirnan knows make English sense. I
have not found a computer that will compute the number for 211 factorial,
but it is essentially infinity. Even divided by 30 million, Kirnan would still
have had to learn a very large number of new English phrases each day! So
we return to the more plausible theory that the neurological hard wiring of
humans permits them to acquire meanings for concepts and to relate these
meanings in almost infinite varieties of ways. We do not yet know the
neurobiology of this process, but then Mendel did not know that base pair

1We define concept as a perceived regularity in events or objects designated by a label. The
remarkable capability “hard wired” into all normal human nervous systems is the facility to
perceive regularities and to use language labels to encode these regularities. This is as much an
evolutionary achievement of Homo sapiens as bipedalism. It does not have to be learned.
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sequences in DNA were determining the color, shape, and size of his pea
plants. We can apply valid psychological principles of learning without
knowing the biochemical bases of these principles.

The principle of meaningful learning includes the idea that each of us has a
unique sequence of learning experiences and hence each of us acquires
idiosyncratic meanings for concepts. For this reason, Ausubel chose to use
the word subsumer or subsuming concept to designate the functional unit in
memory of each person. Each culture has more or less common meanings for
the word labels for concepts, but each individual’s subsumers are in at least
small ways idiosyncratic. In some instances, this idiosyncratic meaning de-
parts widely from the culturally accepted meaning and we say the person has
a misconception or alternate framework. Once established in cognitive struc-
ture, these idiosyncratic subsumers are not easily modified, as is well docu-
mented by recent studies (see Helm & Novak, 1983).

Students of foreign languages are familiar with the fact that word for word
translations to or from English are sometimes difficult, even when the for-
eign word designates more or less the same regularity in events or objects as
an English equivalent. The epistemology of concept labels tells us they are
tied not only to the events or objects referred to by the label but also to the
whole context in which those events or objects are experienced. Often both
the social and the physical context are so different that good translations are
not possible. The classic case here would be from the English snow to
Eskimo, where several words (concept labels) exist for snow. Hewson (Chap-
ter 10, this volume) expands on the idea that our culture can be a substantive
influence on the way we perceive regularities in the environment and their
relationship to the language labels we use for concepts.

Three other basic ideas form the core of Ausubelian learning theory and
together serve to explain most cognitive phenomena. As new knowledge is
acquired through meaningful learning, subsuming concepts undergo pro-
gressive differentiation; that is, new events or objects or concepts labeling
regularities in new events or objects are seen as substantively related in the
form of new propositions? that include the original subsumer. Working from
Ausubel’s theory and current ideas from epistemology, we have developed a
strategy we call “concept mapping” that can be used to illustrate progressive
differentiation of concept meanings by the addition of new propositions (see
Figure 12.1).

2Propositions are two or more concepts linked in a semantic unit, for example, sky is blue, sky is
air, sky is molecular. Propositions are the “molecules” from which meaning is built and
concepts are the “atoms” of meaning, to use a rough metaphor. The English language contains
about 450,000 concept labels, and these can be combined into an infinite number of mean-

ingful propositions.
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@)

Ph.]- Grade i2

FIGURE 12.1 Two concept maps drawn from interviews with a student in grade 2 (a) and
grade 12 (b). .Note that confusion persists regarding the atomic-molecular composition of
matter even after junior high school science and high school biology, chemistry, and physics.

Another key idea is that occasionally the meanings of two or more con-
cepts will be seen as related in a new and significant way and integrative
reconciliation takes place. For example, a student may learn that the con-
cept of space is related to the structure of solids, liquids, and gases and then
recognize that it is the amount of space between molecules that accounts for
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the expansion of substances, and not a “fattening” of the component mole-
cules. The concepts of space and molecule now take on new meaning. When-
ever integrative reconciliation occurs, all of the concepts in the reconciled
propositional framework take on at least slightly altered meanings. Occasion-
ally, creative persons construct some novel integrative reconciliation (such
as Einstein's E = mc2) and our whole view of a segment of the world
changes. I equate creativity with the ability and emotional proclivity to form
high order integrative reconciliations. Rote learning not only fails to provide
the basis for the latter but tends to inhibit search for integrative reconcilia-
tion—as does much of school learning and evaluation. Human creative po-
tential is probably at least an order of magnitude greater than what is now
manifest, as a result in part of the inhibiting effect of most school practices.
Unfortunately, women are especially prone to be socialized into playing the
school game and this may account in part for their underrepresentation in
the ranks of creative giants (Ridley & Novak, 1983).

Occasionally, a new concept meaning is acquired that subsequently serves
to integrate the meaning of two or more concepts. Such superordinate learn-
ing is not common partly because disciplines do not have large numbers of
truly superordinate concepts and partly because subsumption appears to be
an easier learning pathway. When superordinate learning does occur, one or
several instances of integrative reconciliation may soon follow. For example,
the chemistry student who acquires the meaning of entropy sees solubility,
reaction rates, and osmosis with substantively new meanings. To see what
such superordination can do in a discipline, think about what relativity has
done for physics or plate tectonics for geology.

There is more to Ausubel’s theory, and, of course, as a living theory, it
continues to be modified by new research. For example, our studies led to
the necessity of including progressive differentiation and integrative recon-
ciliation as key learning principles, whereas Ausubel’s earlier work (1963;
1968) presented these ideas as principles of instructional design. A principle
belonging to the latter category is Ausubel’s advance organizer, but muCh
writing erroneously tends to at least partially equate this principle with his
theory of cognitive learning.

PHILOSOPHICAL BASIS FOR METALEARNING
AND METAKNOWLEDGE

In my view, one of the tragedies influencing education has been Fhe
adherence of psychological and educational research to an outdated philo-
sophical foundation. When Bacon proposed in 1620 that scien.tists eschew
preconceived notions and ideas and devote themselves to unbiased, objec-
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tive observation, he was properly counseling against use of the mystical ideas
that were held by many natural philosophers (“scientists”) of his day. Bacon
laid the foundations for empiricism or the notion that carefully observed and
recorded reality can lead to true knowledge about how the world works.
Psychologists, especially behaviorists, have rigidly adhered to this view for
the past century. Most educational research that has grown out of this tradi-
tion also attempts rigid empiricism, albeit, this is much harder to do in
classrooms than in the laboratory. Unfortunately, as Toulmin (1972) and
more recently Popper (1982) have tried to point out, empiricism is dead, or
it should be! We see a widely popular variant of empiricism in “cognitive
science,” but then most leaders in this dogma have their origins as behav-
ioral psychologists. One does not easily change one’s epistemological stripes.
This, I have argued (Novak, 1969; Novak, 1977D, Chapter 2), has been an
albatross around the neck of those in educational inquiry and curriculum
design. A productive concern with philosophical issues as they relate to
educational research has been appearing in recent issues of Educational
Researcher (see Phillips, 1983).

It is not surprising that many textbooks, lectures, and examinations pro-
ceed as if ultimate truths have been found—many teachers and researchers
are still at least “closet” empiricists. As some recent research shows (Posner
& Strike, 1982; Waterman, 1982), empiricism is still the widely prevailing
epistemology. Constructivist views that knowledge is synthesized, modified,
and “evolutionary” in character are gaining ground and essentially all con-
temporary philosophers are some variety of constructivist (Brown, 1979;
Popper, 1982). Fortunately, as I see it, constructivist views are also highly
compatible with and complementary to an Ausubelian psychology of learn-
ing. Since the creation of new knowledge is a learning phenomenon on the
part of the creator, we should expect congruence between a valid epis-
temology and a valid psychology of learning.

A decade and a half of attempting to help our colleagues in science depart-
ments to improve laboratory instruction gave rise to new educational re-
search studies and methodologies for “unpacking” knowledge from original
sources. Out of these efforts, Gowin (1981) came up with what we are finding
to be a powerful heuristic for students and researchers, the Epistemological
Vee. Figure 12.2 shows the general form and an example of Gowin’s Vee
applied to physics. Bacon may turn over in his grave to see that the Vee
indicates all methodological elements on the right side are influenced by our
concepts, principles, theories, and philosophies on the left side, but this is
obviously the case in examination of any comprehensive report of an inquiry
(Watson’s, 1968, book is a classic case here). It is also obvious that the left
side controls the kinds of questions we choose to ask and the kind of objects
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or events we choose to observe; empiricism, as noted earlier, has locked
psychologists into an elegant but largely fruitless enterprise by constraining
the kinds of events observed and questions asked.

One may quarrel with the form of Gowin’s Vee heuristic but to argue that
it misrepresents contemporary epistemology is more difficult. We have seen
no such arguments to date. Most of our students and scholarly colleagues in a
wide variety of disciplines have reported profit and usefulness in applying
the Vee to inquiries in their disciplines. In any case, the Vee heuristic
appears to have sufficient validity for use as a device to help students learn
about knowledge and knowledge production, and we have proceeded to use
it to this end.

EMPIRICAL STUDIES

My thesis research (Novak, 1958) and our early research studies were
based on a “cybernetic” model for human learning derived from the work of
Wiener (1948; 1954), Estes (1950) and others.3 The central focus in these
studies was on the nature of problem solving and evaluation of instructional
strategies to improve students” problem solving abilities. By 1964, it had
become increasingly evident that (1) our data were not consistent with pre-
dictions from a cybernetic learning model, and (2) acquisition of specifically
relevant knowledge was the key factor in enhanced problem solving perfor-
mance. These early studies are described elsewhere (Novak, 1977b, Chap-
ters 4 and 8).

Fortunately, Ausubel’s Psychology of Meaningful Learning became avail-
able just about the time our research group was ready to jettison cybernetic
theory as a basis for our program. My conviction that any research program
must have a theoretical foundation (acquired in part through my work in the
sciences and history of science) was enhanced by Ausubel’s work, since his
theory of meaningful learning not only gave meaning to our earlier research
data but also helped to combine my new interests in the central role that
concepts play in science learning (Novak, 1964). This change in paradigm
guiding our research led to many of the kinds of changes described by Kuhn
(1962), including changes in the kinds of research questions we were asking.

3Wiener's theory of cybernetics describes a model for information storage and processing that
had led to modern automation devices and computers. Current information processing and
cognitive science are based in part on cybernetic principles.

FIGURE 12.2  Gowin’s Vee heuristic showing (a) the 10 basic elements involved in the con-
struction of knowledge, and (b) an example of the use of the Vee as applied in analysis of a
physics experiment.
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TABLE 12.1 Average Scores and t Values for Experimental and Control Groups on Three
Concept Mapping Criteria at Three Intervals in the Semestere

Criterion Group N Test 17 N Test 2¢ N Test 3¢
Identification of Experimental 37 1.11 — 35 211 — 35 246 —
general concepts  Control 35 1.23 —1.23 34 1.53 441 33 148 7.15
Identification of in- Experimental 37 1.03 — 35 160 — 35 1.89 —
termediate con-  Control 35 1.06 —.63 34 1.18 3.67 33 130 4.18
cepts
Identification of Experimental 37 1.11 — 35 183 — 35 197 —
most specific Control 35 1.20 —-.95 34 1.44 253 33 1.52 281
concepts

¢From Moreira, 1977.
bp < .05.
cp << .01,

For the next decade, our research groups at Purdue University and, since
1967, at Cornell University sought to apply Ausubelian learning principles in
new instructional programs, including the development of audio-tutorial
programs at the college, secondary, and elementary school levels (Postle-
thwait, Novak, & Murray, 1964; 1972). The evaluation studies associated
with these instructional programs provided strong support for meaningful
learning theory (and considerable negative evidence for the highly popular
Piagetian developmental theory). What remained a troublesome problem
was the assessment of students’ conceptual knowledge and changes in this
knowledge as a result of new instruction. We found modified Piagetian
clinical interviews (Pines, Novak, Posner, & Van Kirk, 1978) to be useful—
but also time consuming and impracticable for classroom teachers. Finally,
with the work of Rowell in 1974-1976, we developed an evaluation strategy
we call concept mapping, and subsequently began to use this strategy not
only to analyze interview data but also as a direct instructional technique
with students.

Moreira (1977) modified a syllabus for a college physics course on elec-
tricity and magnetism to place central emphasis on the key concepts associ-
ated with Maxwell's equations. A control group used a more traditional
syllabus (based on Halliday & Resnick, 1966) and the experimental group
used the modified syllabus. Both groups were taught in a Keller Plan (1968)
format and were instructed in making concept maps. Moreira found that the
experimental group showed some decline in physics test scores early in the
semester, but improved later in the semester (see Table 12.1). Using word
association tests and concept maps for evaluation, Moreira found that the
experimental group was better able to integrate key physics concepts in
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TABLE 12.2 The Number of People Who Used an Entropy
Statement in the Post-Test to Explain the Relationship Between Two
Other Concepts«

Relationship Control Experimental
Temperature—solubility 2(2) §(18)
Temperature-reaction rate 1(1) 1(3)
Temperature—equilibrium 1(1) 3(8)
Reaction rate—equilibrium 1(1)
Equilibrinm—energy 0 3(4)

aFrom Cullen, 1983. The numbers in parentheses indicate the total
number of statements that were made.

electricity and magnetism, and to show Maxwell’s equations with proper
concept map linkages. The results provided modest evidence for enhanced
meaningful learning of electricity by the experimental students, but not at a
level with substantial practical consequence.

In a related study in college chemistry conducted in 1977, Cullen (1983)
compared performance of students provided with a written study guide
emphasizing the explanatory power of the concept of entropy with students
receiving more traditional study guide materials. Both experimental and
control groups received the same lectures and did the same laboratory ex-
periments. The lecturer discussed the entropy concept as it applied in vari-
ous topics in chemistry. Using word association evaluation patterned after
Preece (1976), Cullen found that the experimental groups included entropy
more frequently as an associated word on students” word lists for the con-
cepts energy, atom, equilibrium, motion, reaction rate, solubility, and tem-
perature. He also asked students to generate statements using two concept
words provided. Cullen constructed a master list of statements and found
that most student responses could be matched with statements in this list.
Experimental students used the entropy concept more frequently in their
statements than control students (see Table 12.2).

Another finding in Cullen’s study was that students who used the entropy
concept to explain novel problems in chemistry were not necessarily the best
students as indicated by course grade (which is based largely on lecture
examination grades). Some 85% of students receive grades of A, B, or C, but
these students were almost randomly distributed when categorized accord-
ing to the quality of their responses to novel problems. To the extent that
Cullen’s evaluation criteria permitted him to identify students with the best
integrated conceptual framework for chemistry, course grades were essen-
tially unrelated to such hierarchically organized knowledge. This finding is
consistent with recent studies that show successful students in secondary or
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college science frequently have incomplete or erroneous knowledge of basic
phenomena (Gunstone & White, 1981; Champagne, Gunstone, & Klopfer,
Chapter 5 & 11, this volume).

Both the Moreira and Cullen studies showed two phenomena that we now
find rather consistently in our research. First, typical course evaluation
methods do not require use of high order, broad, explanatory concepts
and/or integrated frameworks of conceptual knowledge. As a consequence,
when course examinations are the criterion of achievement, experimental
approaches that emphasize use of broad, explanatory concepts and integra-
tion of concept meanings will produce little or no improvement in perfor-
mance. Second, this kind of experimental approach frequently results in
some initial decline on conventional course evaluation measures as students
struggle to modify their learning patterns from more-rote-mode tq more-
meaningful-mode approaches. By the end of one semester, expgrlmental
subjects may equal or exceed their control counterparts, but achievement
based on total test points scored may show no significant differences.

Unfortunately, we have not yet found an instructional setting in whic'h our
experimental approaches can be applied over several terms or years in se-
quentially related courses. Therefore, we can only speculate on the potential
contribution of strategies to enhance meaningful learning as measured by
either conventional course exams or more cognitively demanding evaluation
techniques over the span of secondary and/or college instruction.

In another study relevant to the latter issue, Atkin (1977) found that
strategies to enhance meaningful learning in a college organic chemistry
course led to no significant differences on knowledge-type test items but a
significant gain over control subjects on problem solving items (£ = 57.4 vs. &
= 37.7; p < .005). However, on problems of a more sophisticated type, no
significant differences were found except that students 1n both groups who
were categorized on a pretest as “knowledge integrators” did much l)ette'r
than their “non-integrator” classmates (£ = 19.1 vs. £ = 1.8; p < .001). It is
to be expected that several weeks exposure to techniques to enhance mean-
ingful (integrative) learning will not transform a student’s total cognitive
structure, a large part of which has been acquired over a 20 year span of
learning, .

In 1974, I began using a draft of A Theory of Education as a tfextbook in my
classes. My students, especially my undergraduate students, found that the
book was interesting in terms of the issues discussed but what was of mlost
value to them was that it lelped them to “learn how to learn.” After hearing
this from students for several semesters, it gradually sunk into my head that
explicit instruction in “learning to learn” would be a sensil?le 'thing to do.
The studies by Moreira, Cullen, and Atkin were efforts in this dlre?tlon, but

our first expl’icit efforts to use concept mapping as an instructional tool
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(rather than an evaluation device) were with college genetices students. We
had been using concept mapping with graduate students and faculty in
seminars on college teaching, so we knew this strategy was teachable.

Bogden (1977) taught college genetics stiidents the technique of concept
mapping and then provided them with concept maps for each lecture given
in the course. These maps were subsequent ly used by Bogden in his discus-
sion sections. His study was not experimental but rather provided an assess-
ment of the feasibility of using concept maps to help students see conceptual
relationships and relationships between specific genetic experiments and
concepts illustrated or derived from these experiments. Bogden found a
mixed reaction from the students, with approximately half of the students
reporting some enthusiasm and perceived walue in concept maps, and the
other half being neutral or negative on their use. Some of the suggestions
that grew out of his work were that concept maps should be kept simple
(some maps were overwhelmingly comprehensive), lines connecting con-
cepts should be labeled, and students benefit most from concept maps they
construct. We also found that concept maps helped the professor organize
lectures, prepare exams, and construct scoxing keys. Some students were
highly enthusiastic in regard to the technique.

Partly from the work with Professor Brotyman in the genetics course and
Professor Holcomb in physics, my colleaggzue Gowin invented a simple
heuristic device to illustrate how scientists construct knowledge from the
observation of events and objects. He devisec] his Vee heuristic (Figure 12.2)
in November 1977, and we have been using it in essentially its original form
since them. The Vee, when used in conju nction with concept mapping,
permitted us to offer both metalearning and nnetaknowledge strategies to our
students. Again, piloting the Vee heuristic iy our seminars on college teach-
ing, and informally with secondary and college students, we saw that this
strategy was teachable. College students frequently reported that they
wished they had been taught these ideas e arlier, that is, in high school.

Our first systematic effort to introduce me-talearning and metaknowledge
instruction at the secondary level was begun in 1978. With a grant from the
National Science Foundation, we began work with junior high school science
classes in the Ithaca area. Initially we planned to use project staff personnel
to instruct the students, but it soom becane evident that the classroom
teacher could introduce and supervise the us.e of concept mapping and Vee
mapping strategies, with some follow-up aid fr-om project staff. However, we
did find many teachers were reluctant to enga.ge in the program. The typical
junior high school science class is so preoc:cupied with memorization of
technical terms, “cook book” laboratory acti vities (where they exist), and
repeated testing of factual recall that strategzies to encourage meaningful
learning are generally seen as a diversion fro-m the regular business of the
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TABLE 12.3  Acquisition of Concept-Mapping Proficiency
on Five Criteria for Seventh-Grade Students

Mean Standard error
Criteria (%) of mean

Relationships 80.27 4.89
Hierarchy 105.58 7.21
Branching 71.75 8.87
General to specific 81.11 3.81
Cross links 22.22 5.44

77.53 4.93

class. What we found in most classrooms was a program designed to achieve
near rote-mode learning and little or no desire to deviate from teaching the
basic facts.

Gowin (1981) emphasizes that there is a widely held belief among teachers
and the general public that teaching causes learning. .We saw numerous
examples of this misconception; and hence our strategies, Wthh‘ serve to
help teachers and students negotiate the meanings of the material under
study, were regarded by some teachers as irrelevant at best z.lnd coun-
terproductive at worst. In much of our current research, we are 1'mpressed
by how widely both teachers and students believe that good tez.lchn}g causes
students to learn. We have some distance to go to overcome this misconcep-
tion and to substitute the recognition that learning is a responsibility that
cannot be shared—it must be consciously pursued by the student. H9wev-
er, the teacher has a responsibility to help the student grasp the meaning .of
th;3 material studied so that she or he can choose (or choose not) to learn it.

Over the span of the 1978-1979 school year, we gradually developed
strategies for helping teachers to teach concept mapping and Yee mapping.
We never did succeed in persuading teachers to accept the primary goal of
instruction to be meaningful learning. Virtually all of their class quizzes and
semester tests required only verbatim recall of factual inforn'lation, and none
used concept map or Vee map scores as a component of their course grades.
In spite of the lack of a grading incentive, however, most' s.tudents were
cooperative and conscientious in preparing and submitting mapping
assignments.

Vge gradually evolved a concept map scoring procedure that was based 01}
five criteria applied to a master map prepared by project staff for the mat?rlaf
studied, with student maps scored and recorded as a percentage ratio o
student map score divided by master map score. Table 12.3 shows the ﬁYe
criteria used and the mean percentages obtained by a seventh-grade class in

the study. These data are typical of scores obtained by both seventh- and
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eighth-grade classes on a wide variety of science topics. The data show that
students do quite well in identifying relationships between concepts (con-
structing valid propositions) and in constructing an hierarchical organization
in their maps (Criteria 2-4). However, they do rather poorly in identifying
cross-links, which are propositions linking one section of their concept hier-
archy to other sections of the hierarchy. We see cross-links as evidence of
integrative reconciliation between related but also distinct conceptual do-
mains. In point of fact, the low performance on this criterion is probably a
valid indication that the students’ learning was substantially less meaningful
than one might hope for.

Additional support for the limited meaningfulness of the students learn-
ing was their performance on a novel problem-solving test that asked the
students to write out an explanation of an observed event (such as a cork
popping out of a chilled wine bottle after the bottle is left standing in the
sun). Students who had used concept mapping and Vee mapping wrote more
than twice as many valid propositions to explain this phenomenon when
compared with students in regular science classes. Nevertheless, on this
winebottle problem, the mappers only wrote an average of 2.61 proposi-
tions, whereas some 8 or 10 valid propositions could have been offered on
the basis of the materials all classes studied. Thus, we see that either their
motivation for writing or the comprehensiveness of their knowledge left
more room for improvement. Given the lack of grading incentives for mean-
ingful learning, at least the mappers seemed to be heading in the right
direction.

Reviewers of our project proposal submitted to the National Institute of
Education—~National Science Foundation competition were highly critical in
that most believed seventh- and eighth-grade students could not do concept
mapping and Vee mapping with any understanding. In fact, seventh graders
significantly outperformed eighth graders, though some of this may have
resulted from an earlier beginning, hence more weeks of practice in seventh-
grade classes. Our data showed continuing gains in mean scores even toward
the end of the school year. Clinical interview and anecdotal data clearly show
that students understood the use of the strategies, even if they did not fully
master them in one school year.

We calculated correlation coefficients between scores on concept maps,
Vee maps, class science exams, Scholastic Aptitude Test (SAT) or School and
College Ability Test (SCAT) quantitative and verbal scores, and novel prob-
lem solving scores. The highest correlations (r = 0.71-0.78) were between
course exam grades and SAT reading and math, and the lowest correlations
were between concept mapping scores and SAT scores (r = +0.02). These
data indicate that typical course exams (requiring rote recall) measure much
of the same aptitudes as SAT tests, but concept maps measure something
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substantially different. It is our judgment that concept map scores are prob-
ably more valid indicators of meaningful learning and hence these corrgla—
tions support the indictment of standardized achievement or ability testing
voiced by people such as Gould (1981). Additional data are available in other
reports (Novak, Gowin, & Johansen, 1983; Novak & staff, 1981). .

In 1980-1981, Gurley, who had been a staff member on our junior high
school project, used concept mapping and Vee mapping with half of h‘er high
school biology classes in a suburban Chicago public high school. She ob-
tained performance data which were in general highly similar to those 9b-
tained wih junior high school students. She also found that student mapping
performance continued to improve over the school year. It now seems evi-
dent that mapping in only one class for one school year still leaves cgnmder-
able margin for improvement. Given the rote-learning emphasis in most
classes, we should not expect students to master mapping strategies in a
limited 10-month experience.

Gurley’s department chairman and school counselor interviewed many of
her students, and some of the most interesting data in her thesis are these
interview transcripts. The following are representative student comments on
concept maps and Vee maps.

Responses to questions about the usefulness of concept maping

Concept maps help. I don’t like doing them, but they help. I guess I get more out (?f
the reading. When you're doing the concept maps you aren't thinking about what it
really means, you're thinking if it makes sense or not.

I can’t study from them ‘cause I make them too confusing. It’s a good idea to concept
map ‘cause you get more out of what you're reading

Given a choice, well I probably wouldn't do it. I don’t like doing ‘em, but . . . the
map shows out the more important things.

Concept maps used to take all day. Now I also make them from her review tapes.
I study from my maps more than book or tapes or class notes. It brings out all the
stuff, not just the little words. You see what's it common to the concepts by how they
connect. It’s easier for me now—1I get it down in minutes ‘cause I've gotten good at

looking out for the main things.

I always use my maps. If you just read the book it’s different ‘cause you might no't see
the main point of the chapter and how it all fits together. Concept maps are easier to
understand. It puts it a different way than the book says it. It gives you the concepts
in your own way. They're worth the time—it’s easier to learn, for me.

If T don’t do well, it’s ‘cause I don’t study, but I love the class—I learn a lot. I may not
always get good grades, but I learn a lot.
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Questions would be easier and I'd be happier. Concept maps take time to think out.
Biology is hard because of concept maps and essay tests.

Concept maps help me to get the important stuff and just reading alone gets boring.
Concept maps put some ideas I wouldn’t consider when I'm just reading. I don't
mind doing them ’cause it gets the ideas in my head and it makes it not boring. The
book is boring. Class is fun.

I can’t use concept maps. I'd rather read the chapter over and over. Concept maps
are more work. It's different than memorizing—it’s all related.

Responses about the usefulness of the Vee

I don't like those—those are dumb. You mark down why you do it besides what you
do. That is what’s different than the lab questions. I guess you really have to under-
stand what you're doing to do the lah.

Occasionally T use it to study for the test. You get more out of lab with the Vee,
especially if it's something I don’t know well ‘cause I'm aware of why I'm doing it and
the stuff T know already that applies. That's the left side. You get the hang of it after
you do a couple. It’s better than concept maps.

I don’t like Vees. I'd rather have lab questions. They're easy. I guess you understand
what you're doing better with a Vee.

You might not ask yourself the main question for the whole lab and you might not
know the answer either if you didn’t do the Vee. If you don’t make yourself re-
member stuff on the left side, well, it reinforces what you have to know to solve the
lab. T always look at all my Vees before a test for that chapter. It usually has to do with
amaiu concept you learn in the chapter. They're useful . . . 1like Vees. It helps with
the experiment. Puts it in a form that you are writing and you can understand.
Yeah, Vees help us—an overall summary of everything that’s background on it and
you need to know. I think Vees help more than concept maps. I'd rather do Vees.
They take time, too, but, I mean, they're good.

You do the left side so you know what you're talking about. You have to know your
terminology first. I use Vees to go over my prinicples and concepts to make sure I can
answer the focus question before a test. Vees are like a study guide for the lab. Vees
aren’t hard so it doesn’t bother me.

If you didn't do the left side of the Vee yon wouldn’t get why you're doing the
“doing” side. It explains why and what principles and concepts you are using to
understand what happens. I don’t mind them, they're a breeze to do.

The Vee lets you figure out what you are doing and you know, you realize it, not just
like a drone doing it without know what. Vees are easy to do.

The left of the Vee is what you need to get your answer. I like old fashioned laly
reports. I don’t like Vees—they're too much work.
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Taken all together, the students’ comments nicely support our contention

Concept maps are too confusing. The only good thing is that ,they bring out the main
points and help me remember because I write them down. It’s like houses and roads.
But I don’t think they belp the majority of people. The concept maps are harder tha’n
questions, but it does bring out the points of the chapter in the long run. It's
confusing—TI still put too many words on the lines. Concept maps take a long time.

that learning is the student’s responsibility. They also show that students
recognize that meaningful learning is hard work and seldom required in
most classes. Needless to say, not all students rush to embrace strategies that
require meaningful learning.

Since 1980, virtually all our research studies have incorporated concept
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mapping and/or Vee mapping as strategies. Some of these studies have been
directed primarily at questions of instructional design (Buchweitz, 1981;
Kinigstein, 1981; Mollura, 1979), whereas others have been more di'rected at
helping students “learn how to learn” (Melby-Robb, 1982; Symmgton. &
Novak, 1982). Kahle and her colleagues at Purdue University are completing
a related research study with predominantly minority high school studgnts.

The results from these and other studies show promise for the use of the
strategies but also serve to illustrate that it will not be easy to accomplish 'all
of the educational changes that are needed. Whenever we use the strategies
to assess curriculum, we find serious conceptual gaps or lack of explicit
linkages between concepts, poor integration between events or objects pre-
sented and concepts, principles and theories needed to interpret observa-
tions of the events or objects, and little or no guidance to the student as to
significant salient concepts versus peripheral or incidental concepts. Wher-
ever the strategies are applied to student instruction, we find that students
have a poor understanding of the nature of knowledge (see, e.g., Waternllan,
1982) and often little or no awareness of the difference between essentially
rote as contrasted to meaningful learning strategies. It seems obvious that
most students are unaware of the nature of their misconceptions or how to
correct them.

SUMMARY AND RECOMMENDATIONS

On the basis of our research and other recent relevant studies, we now see
significant promise for concept mapping and Vee mapping strategies to help
students learn how to learn and to acquire knowledge about knowledge. We
see these strategies as holding promise for helping students to understand
both the nature and sources of valid as well as invalid conceptions of events
or objects. They may in time permit students to gain facility in assessing‘ the
power and validity of their idiosyncratic conceptual frameworks. We b'elu?ve
computers can be helpful in this process, and we are currently demgm.ng
microcomputer programs to help students acquire and use concept mapping
and Vee mapping strategies.

At this time, we have only a few strands of evidence, largely anecdotal,
that suggest metalearning and metaknowledge will help students to recog-
nize and correct some of their misconceptions. We have some studies under-
way that should provide some hard data on this question. Our work is l’argelly
in the natural sciences, but one of our doctoral students, John Volmink, is
getting some promising results with mathematics students.. cher students
are using mapping strategies in social sciences and humanltlles. )

But there is more that is needed. Schwab (1973) identified four “com-
monplaces” involved in education: teacher, student, curriculum, and gover-
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nance. There is still a need to help students learn how to be students and to
help teachers learn how to be teachers. Concept mapping and Vee mapping
can be helpful, but they are not sufficient for the improvement of teaching
and learning. They can also be helpful in curriculum improvement, as some
of our research has shown. Gowin (1981) described governance as the control
of the meaning of experience and while concept mapping and Vee mapping
help to shift some of this control to the student, radical changes in school
organization will be needed to achieve more liberating meaning in student
learning experiences. We believe the theoretical foundations and the meth-
odologies developed so far are on the right track, and we urge and welcome
their critical application by other educators. Novak and Gowin (1984) pro-
vide guidelines for such application.

What is desperately needed is a study of changes in students’ knowledge
structures and attitudes toward learning as a result of several years experi-
ence in several or all of their classes where meaningful leaning is the explicit
goal. We are not aware of any such schools. One of our long-term program-
matic goals is to help develop such a school and to work with the staff to
refine pedagogical and learning strategies as well as evaluation strategies.
We believe concept mapping and Vee mapping would play a key role in any
school committed to meaningful learning.
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A CONCEPTUAL CHANGE VIEW
OF LEARNING AND
UNDERSTANDING

Kenneth A. Strike and George J. Posner

This chapter has two purposes. The first is to sketch what we refer to as a
conceptual change theory of learning. In this section of the chapter, we
emphasize the epistemological roots of our view of learning. In the second
section, we apply our view of learning to the concept of understanding. Here
we develop a rather extensive example of how conceptual change may be
applied to the analysis of a historical case. The result gives the reader a good
overview of the theory and some sense of how it can be applied.

A CONCEPTUAL CHANGE VIEW OF LEARNING

How might we view learning? What does learning have to do with ra-
tionality? We see learning as a rational enterprise, and we understand ra-
tionality as having to do with the conditions under which a person is or
should be willing to change his or her mind. These two major points lead us
to a conceptual change theory of learning which we view as the modern
alternative to the empiricism, the main tradition in Western philosophy and
philosophy of science for the last several centuries, and of psychology during
most of the twentieth century.

LEARNING AS A RATIONAL ENTERPRISE

Much of the way we talk and act about education seems to presuppose an
image of the student as a retainer of, rather than a processor of, experience
and information. We believe that this is untrue. We suggest instead that
learning is best thought of as a process of inquiry. We do not mean by this
comment to argue for some variant of the notion of discovery learning as
though we believed that it was somehow a crime to tell something to a
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student or that students never really learn something unless they find it out
for themselves. Such views are manifestly untrue. In fact, there are serious
epistemological problems with discovery views of teaching and learning
(Smith & Anderson, 1983; Strike, 1975). What we do mean, however, is that
the task of learning is primarily one of relating what one has encountered
(regardless of its source) to one’s current ideas. The student who learns
something is the one who understands a new idea (which requires it to be
located in a semantic syntactical network of concepts), is the one who judges
its truth value (which requires relating the idea to appropriate standards of
evidence), and is the one who can judge its consistency with other ideas
(which may require alterations in the overall conceptual organization). To
learn an idea in any other way is to acquire a piece of verbal behavior which
one emits to a stimulus, rather than to understand an idea which one can
employ in an intellectually productive way.

RATIONALITY AS CONCEPTUAL CHANGE

Our suggestion that rationality has to do with the conditions under which
people ought to be willing to change their minds has to do with the particular
epistemology that we believe to be true and with why we refer to our view as
conceptual change theory. Until recently, many philosophers saw rationality
as having to do with the relations between a belief or a set of beliefs (such as a
scientific theory) and the experiential or experimental evidence for it. Most
debates in the philosophy of science concerned when theories should be
held to be verified or falsified by the experimental evidence available. We,
however, maintain that the rational acceptance of a theory is not so much a
matter of whether it is corroborated by the empirical evidence but whether
it solves the problems generated by its conceptual context or by its predeces-
sors. Theories are judged by how successfully they solve their appropriate
range of intellectual problems. Those problems tend to be set either by some
currently accepted conceptions or by the difficulties left by conceptions that
have failed (Brown, 1977; Kuhn, 1970; Lakatos, 1970; Toulmin, 1972). Em-
pirical evidence is not irrelevant here, but being rational has to do primarily
with how we solve outstanding problems generated by our current beliefs or
by how we move from one view to another.

Given that we believe that learning is a rational activity, it follows that we
will view learning in much the same fashion as we view rationality. The
important questions are the way learners incorporate new conceptions into
current cognitive structures, and the way they replace conceptions which
have become disfunctional with new ones. We are not claiming that learning
theory is isomorphic with philosophy of science. For example, an under-
standing of how communities of scientists select or reject new conceptions is
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an important part of understanding conceptual change in scientific commu-
nities, but has little to do with individual learning. We are claiming, howev-
er, that questions having to do with individual learning have certain generic
structural features, whether they concern a scientist struggling with a new
idea on the forefront of knowledge or with a child trying to understand
elementary concepts about motion. !

It follows from these remarks that it is important to have our philosophy of
science straight. We suspect that behind most theories of learning there lies
an epistemology. Indeed, we believe that the tradition of academic psychol-
ogy, so far as learning theory is concerned, has been as sterile as we think it
has been because it has essentially been an expression of the epistemology of
empiricism. We should then make a few observations about what empiricism
is and what the alternatives to it are (Strike, 1982a).

EmpirICIST EPISTEMOLOGY

For current purposes, we shall represent empiricism as holding the
following:

1. All knowledge originates in experience. The traditional empiricist
motto is “There is nothing in the mind that was not first in the senses.”

For traditional empiricist theories (Hume, 1953), this was both a claim
about concept formation and about the evidence for our beliefs. More recent
versions of empiricism have wished to distinguish between these aspects.
We may then appropriately also express empiricism as a theory of evidence.

2. Experience is the sole evidence for our beliefs. Experience is to be
linked to our beliefs by subject matter neutral logical rules (sometimes re-
ferred to as scientific method) which allow us to decide when experience
indicates that we may accept or should reject our beliefs.

3. Knowledge is additive and bottom up. That is, we add to our store of
knowledge either by having some new experience, by confirming some new
idea, or by being able to describe our current store of experiences in in-
creasingly general ways.

4. Experience is given to us in atoms sometimes referred to as sensations
or sense data. Knowing or learning is essentially a matter of linking these
sense data into patterns or regularities.

The essential difficulty with empiricism was pointed out by Plato (1949) in
the Meno dialogue. There Plato notes that people who knew nothing would

Un this chapter, we make no distinction between conceptions and ideas and use the terms
interchangeably. When they refer to students’ beliefs constructed in the absence or in spite of
instruction, we consider them equivalent to Driver’s (1983) alternate frameworks and Vien-
not’s (1979) spontaneous theories.
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be incapable of learning anything, for they would be incapable of identifying
the truth when they saw it. Let us suggest a simple illustration about a man
we shall call Jones. Suppose you did not know Jones or anything about him.
Suppose also that Jones sent you a letter offering you a great deal of money if
only you would meet him in New York’s Grand Central Station on Monday.
Jones declined, however, to give you any information as to his appearance or
precise location. How would you solve the problem of meeting him? Perhaps
your first inclination would be to say that the problem is unsolvable. Since
you know nothing about him, you would have no criteria by means of which
you could recognize him. This response is, of course, precisely Plato’s point.
A person who was genuinely a tabula rasa would have no way of ever learn-
ing anything for he would have no way of thinking about or drawing conclu-
sions on the basis of experience. Of course, if Jones had offered you a lot of
money, you might think about the problem a bit more. Perhaps you would
ask whether or not you really knew nothing about him. You might, for
example, look at his handwriting and see if you could deduce anything about
him from how he signed his name. Or you might look at the postmark on his
letter to see if it offered any clues.

The moral of this second attempt is also worth pointing out. It is that your
ability to learn from an experience is directly related to the quality of the
ideas that you are able to bring to judging it. Had you possessed a good
theory of handwriting analysis or known a great deal about postmarks, you
might have been able to make some progress in discovering Jones.

CoNCePTUAL CHANGE EPISTEMOLOGY

Contemporary philosophy of science has turned these sorts of observa-
tions into a rather complex view of how scientific conceptions are acquired
and how they change. Its salient feature is to emphasize the role of current
conceptions—of the conceptual context—in generating new knowledge.
Knowledge does not simply arise from experience. Rather, it arises from the
interaction occurring during problem solving between experience and our
current conceptions. Some particulars of this view are:

1. Problems are generated by current conceptions. Intellectual prob-
lems do not simply emerge from experience. They are, rather, more likely to
be the product of a discrepancy between the intellectual expectations gener-
ated by our current conceptions and our actual current capacity to explain
experience in terms of these conceptions.

2. Solutions to problems are judged by means of current conceptions.
Proposed solutions to problems need to do more than simply explair'l or
predict the phenomena. They need to do so in ways that current conceptions
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regard as a successful form of explanation and in ways that are consistent
with other knowledge.

3. Conceptions are a precondition of experience. Seeing is something we
do with ideas as well as senses. We cannot see what we cannot conceive.
Moreover, people who approach the world with different conceptions will
see it differently.

4. Current conceptions are a product of a history of conceptual develop-
ment. This conceptual development has included attempts to understand
the world and the modification of conceptions in light of their inadequacies.
Current conceptions may not be perfect, but they are rarely arbitrary or
altogether unreasonable. There is a presumption that current ideas in the
scientific community are accepted because they have had some success in
accounting for some range of experience, that they have survived over their
competition and that they are products of some degree of testing and refine-
ment. This does not guarantee their truth or their continued adequacy. It
does, however, make them objects of respect which should not be lightly
dismissed (Strike, 1982h).

EPISTEMOLOGICAL PERSPECTIVES ON LEARNING

Recall that we claimed that epistemological views are the foundation of
views of learning. Consider, then, how empiricism and conceptual change
theory affect our general view of learning (see also Strike & Posner, 1976).

The crucial difference is that empiricism gives us no reason why we should
consider current conceptions as relevant to learning. Empiricism implies
that conceptions are taken directly from experience and that current concep-
tions are unnecessary to learning. Views which emphasize conceptual
change, however, assume that students™ ability to learn and what students
learn depend on the conceptions which they can bring to the experience.

Empiricists are also inclined to see learning as additive. Learning is a
matter of accumulating experiences, like a squirrel acquires nuts, and build-
ing generalizations on them. Conceptual change views, however, are likely
to emphasize the transformation of conceptions in the process of learning.
New ideas are not merely added to old ones, they interact with them,
sometimes requiring the alteration of both.

Our work on conceptual change to date has focused on large-scale concep-
tual change akin to Kuhnian paradigm shifts or Lakatosian shifts between
research programs. We have used the word accommodation to refer to such
large-scale conceptual changes and the word assimilation to refer to those
kinds of learning where a major conceptual revision is not required. The
following discussion of the conceptual change and of understanding as a
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conceptual change are more oriented to accommodation than to assimilation.
Here, however, it should be noted that we regard the distinction between
accommodation and assimilation as a matter of degree. Moreover, attention
needs first and foremost to be focused on the central claim. That claim is that
new conceptions are understood, judged, acquired, or rejected in a concep-
tual context. Explaining learning and understanding is primarily a matter of
explaining how this conceptual ecology functions for the student.

ConNDITIONS FOR CONCEPTUAL CHANGE

Given our primary interest in accommodation, we can begin to develop a
theory of conceptual change which describes how a person’s current concep-
tions function in judging new ones by describing the conditions necessary for
an accommodation.

As previously described (Posner et al., 1982), the four conditions for an
accommodation are as follows:

1. There must be dissatisfaction with existing conceptions. Scientists and
students are unlikely to make major conceptual changes until they
believe that less radical changes will not work.

2. A new conception must be minimally understood. The individual
must be able to grasp how experience can be structured by a new
conception sufficiently to explore the possibilities inherent in it.

3. A new conception must appear initially plausible. Any new concep-
tion adopted must at least appear to have the capacity to solve the
problems generated by its predecessors, and to fit with other knqwl-
edge, experience, and help. Otherwise it will not appear a plausible
choice.

4. A new conception should suggest the possibility of a fruitful research
program. It should have the potential to be extended, to open up new
areas of inquiry and to have technological and/or explanatory power.

FEaATURES OF A CONCEPTUAL EcoLoGY

As we have discussed previously (Posner et al., 1982), an individual’s
current cognitive resources, his or her conceptual ecology, will influence the
selection of a new conception. The literature in philosophy of science and
our own work have suggested that the following kinds of resources are
particularly important determinants of the direction of an accommodation.

1. Anomalies. The character of the specific failures of a given idea are an
important part of the ecology which selects its successor. '
2. Analogies and metaphors. These can serve to suggest new ideas and to

make them understandable.
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3. Exemplars and images. Prototypical examples, thought experiments,
imagined or artificially simulated objects, and processes all influence a per-
son’s intuitive sense of what is reasonable.

4. Past experience. Conceptions which appear to contradict one’s past
experience are unlikely to be accepted.

5. Epistemological commitments.

a.  Explanatory ideals. Most fields have some subject matter specific
views concerning what counts as a successful explanation in the field.

b, General views about the character of knowledge. Some standards for
successful knowledge such as elegance, economy, parsimony, and not being
excessively ad hoc seem subject matter neutral.

6. Metaphysical beliefs and concepts.

a.  Metaphysical beliefs about science. Beliefs concerning the extent of
orderliness, symmetry, or nonrandomness of the universe are often impor-
tant in scientific work and can result in epistemological views which, in turn,
can select or reject particular kinds of explanations. Beliefs about the rela-
tions between science and commonplace experience are also important here.

b.  Metaphysical concepts of science. Particular scientific conceptions
often have a metaphysical quality in that they are beliefs about the ultimate
nature of the universe and are immune from direct empirical refutation. A
belief in absolute space or time is an example.

7. Other knowledge.

a.  Knowledge in other fields: New ideas must be compatible with other
things people believe to be true.

b. Competing conceptions: One condition for the selection of a new
conception is that it should appear to have more promise than its competi-
tors.

TABLE 13.1  The Relationship of Features of a Conceptual Ecology to the Conditions
of an Accommodation

Conditions for an accommodation

Features of a conceptual Minimal
ecology Dissatisfaction  understanding  Plausibility ~ Fruitfulness

Anomalies X X X
Analogies and metaphors X X
Exemplars and images X X
Epistemological commit- X X

nents
Metaphysical beliefs and X X

concepts
Past experience X X X
Other knowledge X X X
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These two dimensions of conceptual change relate directly to each other as
summarized in Table 13.1. Let us examine these relationships more elosely
and thereby explicate a model of conceptual change.

DISSATISFACTION WITH ExISTING CONCEPTIONS

Generally, a new conception is unlikely to displace an old one, unless the
old one encounters serious difficulties and a new understandable and ini-
tially plausible conception is available that resolves these difﬁculties:. Th.at is,
the individual must first view an existing conception with some dlssz{tlsfac-
tion before he or she will seriously consider a new one. Dissatisfaction
results from the individual experiencing one or more of the following
conditions:

1. A conception is incapable of interpreting experiences presumed to be
interpretable (resulting in an anomaly). . .

2. A conception is seen to be no longer necessary in the interpretation of
experiences previously considered significant. This may be a conse-
quence of another conception’s greater success in interpreting the
experiences or conception reducing the significance of the experi-
ences. '

3. A conception is incapable of solving some problems that it presumably
should be able to solve. .

4. A conception violates an epistemological or metaphysical standard.

5. The implications of a conception are unacceptable.

6. A conception becomes inconsistent with knowledge in other areas.

One major source of dissatisfaction is the anomaly. Each time a person
unsuccessfully attempts to assimilate an experience or a new conception into
his or her existing network of conceptions, that person experiences' an anom-
aly. An anomaly exists when one is unable to assimilate somcthllng that is
presumed assimilable—one simply cannot make sense of something.

When faced with an anomaly, the individual (scientist or student) has
several alternatives. One may come to the conclusion that one’s existil?g
conceptions require some fundamental revisions (i.e., an accommodation) in
order to eliminate the conflict. But this is the most difficult and, ther'e.fore,
the most unlikely approach, especially when there are other possibilities:

1. Rejection of the observational theory;

2. A lack of concern with experimental findings on the grounds that they
are irrelevant to one’s current conception; .

3. A compartmentalization of knowledge to prevent the new informatpn
from conflicting with existing belief (“Science doesn’t have anything
to do with the real world”); and
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4. An attempt to assimilate the new information into existing concep-
tions (e.g., “Newtonizing” relativistic phenomena).

This analysis suggests that the presentation of anomalies will produce
dissatisfaction with an existing conception only if:

1. Students understand why the experimental finding represents an
anomaly;

2. Students believe that it is necessary to reconcile the findings with
their existing conceptions;

3. Students are committed to the reduction of inconsistencies among the
beliefs they hold (Strike & Posner, 1983); and

4. Attempts to assimilate the findings into the students” existing concep-
tions are seen not to work.

Given the improbability that all these conditions will be met, it is no
wonder that few students find their current conceptions weakened by anom-
alies. Why consider alternatives to a view they hold when they are uncon-
vinced of the inadequacy of their conceptions?

MINIMAL UNDERSTANDING OF A NEw CONCEPTION

In order for students to consider an alternative conception, they must
understand it at least at a minimal level.

We argue in the second part of this chapter that understanding an idea
requires that it be viewed within a context of other ideas. That is, under-
standing entails finding a niche within a conceptual ecology. In the second
part, we distinguish minimal understanding from a fuller understanding of
the idea, and understanding from accommodation. For present purposes, it
suffices to suggest two requirements for minimal understanding of an idea,

1. It is necessary to construct or identify a framework in which to locate
the new idea. Metaphors and analogies enable the student to borrow
frameworks from other contexts. Forming images enables students to
construct visual frameworks for this purpose.

2. It is necessary to attach the framework to the world in at least pro-
totypical ways. Exemplars are standard cases to which a framework
has been applied.

The importance of frameworks in understanding ideas is analogous to the
cognitive scientists’” concern for representation of knowledge. As cognitive
scientists point out, ideas cannot function psychologically unless the student
can internally represent them. Representations in the form of images and/or
networks of propositions function both passively and actively. They function
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passively as a format into which information must be fit. In parflgra[')h com-
prehension tasks, for example, anomalous sentences are confusing (i.e., not
understandable) because they cannot be fit into the representations being
built and, thus, are not easily entered into the reader’s memory (Bransford &
Johnson, 1973). Representations also function actively as a plan for directing
one’s attention and conducting purposeful searches (Neisser, 1976). The
inability of readers to remember an anomalous sentence in an ot'herwise
coherent paragraph may be attributed to the readers’ inattention to 1t.' (')r'lce
students can represent a new conception, they can consider its plausibility.

INITIAL PrausisiLty ofF A New CONCEPTION

Regardless of how understandable one finds a concepti.on, 1t may still
appear counterintuitive. What makes a conception counterintuitive? '

Initial plausibility can be thought of as the anticipated degree of fit of a
new conception into an existing conceptual ecology. There appear to be at
least six ways by which a conception can become initially plausible.

1. One finds it consistent with one’s current metaphysical beliefs and
epistemological commitments, that is, one’s fundamental assumptions.

2. One finds the conception to be consistent with other theories or
knowledge about which one is aware. '

3. One finds the conception to be consistent with past experience. ’

4. One finds or can create images for the conception, which match one’s
sense of what the world is or could be like. .

5. One finds the new conception capable of solving problems of which
one is aware (i.e., resolving anomalies). '

6. One finds the conception to be analogous to some other conception
with which he or she is already familiar.

FRUITFULNESS OF A NEw CONCEPTION

A person becomes committed to a conception because it 1'1e'lps interpret
experiences, solve problems, and, in certain cases, meet spiritual or emo-
tional needs. A new conception should do more than the prior conception for
the person, if it is to be considered fruitful, but it must d9 S0 W{thOUt
sacrificing any of the prior conception’s benefits, or must provide sufficient
incentives for any required sacrifice. It is no wonder, then, thaF afew anorTla-
lous pieces of data cannot shake a person’s commitment tg a prior concepflor;
(e.g., scientific creationism), even though a new conceptllon (e.g., evolut19n
resolves the anomalies. Assuming a person can believe in a new conception
that resolves apparent anomalies while doing as much for the person as the
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prior conception, then the person may actively attempt to map the new
conception onto the world and to extend it. If doing this leads to new insights
and discoveries, then the new conception will appear fruitful and the accom-
modation of it will seem persuasive. A new conception will appear fruitful to
the extent that students are aware of, can generate, or can understand novel
practical applications or experiments which the new conception suggests.

THE CHARACTER OF ACCOMMODATION

Our description of the four conditions of a successful accommodation may
have suggested a fairly straightforward linear process: students’ dissatisfac-
tion with an existing conception, followed by finding a new conception un-
derstandable, leading to an initial belief in its plausibility, and concluding
with the belief that the new conception is ultimately fruitful.

However, it should be clear that this account is oversimplified, since many
basic conceptions are so complex that at a particular time one is likely to ac-
commodate certain aspects but not others. We have, of course, described
accommodation as a radical change in a person’s conceptual system. That an
accommodation is a radical change does not, however, entail that it is abrupt.
Indeed, there are good reasons to suppose that, for students, accommodation
will be a gradual and piecemeal affair. Students are unlikely to have at the
outset a clear or well-developed grasp of any given conception and what it
entails about the world. For them, accommodation may be a process of taking
an initial step toward a new conception by accepting some of its claims and
then gradually modifying other ideas, as they more fully realize the meaning
and implication of these new commitments. Accommodation, particularly for
the novice, may often occur as a gradual adjustment, each new adjustment
laying the groundwork for further adjustments but where the end result is a
substantial conceptual reorganization or change.

Accommodation can be viewed as a competition between conceptions.
Once students are aware of an understandable and initially plausible alter-
native to an existing conception, the relative status of these conceptions is
the issue. Dissatisfaction with the existing conception decreases its status,
while exploring the fruitfulness of an alternative conception increases the
alternative’s status (Hewson, 1983). As long as the existing conception’s
status is greater than the alternative’s (for whatever reason), accommodation
will not proceed. Whenever the alternative’s status exceeds the existing
Conception’s status, accommodation, for the time being, will move forward.
But, as we have discussed, many factors affect status. Therefore, competition
between conceptions results in a process of accommodation characterized by
temporary advances, frequent retreats, and periods of indecision.

Our research also indicates that what may initially appear as an accom-
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modation may turn out to be something less than that (Posner et al., 1982).
Typically, students will attempt various strategies to escape the full implica-
tion of a new conception or to reconcile it with existing beliefs. Accommoda-
tion may, thus, have to wait until some unfruitful attempts at assimilation are
worked through. It rarely seems characterized by cither a flash of insight, in
which old ideas fall away to be replaced by new visions, or as a steady logical
progression from one commitment to another. Rather, it involves much
fumbling about and many false starts and mistakes.

CONCEPTUAL CHANGE AND UNDERSTANDING

In this section, we apply our theory of conceptual change by attempting to
characterize what it means to understand something and make a few obser-
vations about how understanding might be promoted.

MEANING

The key idea to understanding understanding is that of meaning. To un-
derstand an idea is to know what it means. Here we use meaning in its
linguistic sense. We are not talking about the importance of an idea or the
consequences of an idea. The question, rather, is how sounds or squiggles on
a page get to be about something and once they have gotten to be about
something, how people come to discover what it is that they are about.

Meaning has the following relationship to truth. A proposition need not be
true to be meaningful. Clearly we know what false propositions mean. In-
deed, it seems as though meaningfulness is presupposed by truth in the
sense that only meaningful propositions can be true or false. For the issue of
truth to arise, something meaningful must have been said.

In fact, the relationship between meaning and truth may be more intimate
than this suggests. Some philosophers have argued that to know what a
proposition means is precisely, and nothing more than, to know the condi-
tions under which the proposition would be true (Ayer, 1976; Wittgenstein,
1921/1961). Intuitively there is much to be said for this view. It is prima facie
evidence that a person does not know what a proposition means if he or she
encounters a situation which ought to confirm or falsify the proposition and
fails to recognize that. If you see someone looking at the telephone on your
desk and asking, “Is there a telephone on your desk?”, you have reasons to
wonder if the individual knows what it means for there to be a telephone on
your desk.

With a few qualifications (most of which are not noted here), we agree
with this view of the relationship between meaning and truth. We do not,
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h'owever, formulate the idea as it has traditionally been formulated. Our
views on meaning can best be expressed by seeing how and why they depart
from what we term the traditional view.

THE TRADITIONAL VIEW

The traditional view starts with a sharp distinction between semantics and
syntax. Syntax has to do with the arrangement of words. Syntactical rules
specity such things as what counts as a well-formed sentence, how sentences
can be transformed, and whether one sentence can be inferred from others.
In the traditional view, questions of syntax can be decided independently of
questions of semantics. We can, for example, know if an argument ex-
emplifies a rule of inference or if a sentence is well-formed, merely by
inspecting its syntactical structure. We need not know what any of the non-
logical vocabulary mean.

Semantic rules are conceived as connecting words to the world. To know
what a particular word means is to know the range of appearances to which
the word can correctly be ascribed. To know what the word dog means is to
know the range of appearances that are correctly described as Vdogs.

Semantic rules are likewise seen as independent of syntax. Words mean
what they mean independent of the linguistic context in which they occur.
Meaningful propositions, then, are seen as constructed by embedding mean-
ingful terms in a syntactically well-formed expression. This view embodies
several noteworthy components. The first might be described as linguistic
atomism. Meaningful propositions are constructed from meaningful parts.
The meaning of the whole is a product of the meaning of its parts.

The second idea, which has been called the verification principle (Ayer
1976), is that the meaning of a (nonanalytic) proposition is exhaustivel))/
spec:ified by an enumeration of the empirical states of affairs which would
confirm it. To know what a proposition means is to know how the world
would appear if it were true. It is, thus, to know what would count as
verifying the proposition.

The third idea is that there is a sharp distinction between analytic and
synthetic propositions. Analytic propositions are true in virtue of their syn-
tactical form. We know that A = A by virtue of its syntactical structure.
Synthetic propositions are those which are not true in this way. According to
this view, a proposition is either clearly analytic or synthetic. 7

The reader should note that these features of what we have thus far
referred to as the traditional view suggest that it has much in common with
traditional empiricism. In fact, it is derived from a more recent view of
empiricism—one which has augmented the empiricist tradition with the
tools of modern symbolic logic. Central commitments of empiricism endure,
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however. The verification principle and linguistic atomism, for example, are
both a reflection of the view that meaning begins in experience and must
ultimately be reducible to experience. We no longer have the traditional
motto that there is nothing in the mind that was not first in the senses, but
the assumption of the verification principle, that all meaningful terms can be
shown to be logically equivalent to statements containing only terms which
refer to direct experiences, is its modern equivalent. Linguistic atomism and
the sharp distinction between analytic and synthetic propositions are the
heirs of the atomism of traditional empiricism and reflect the empiricist
conviction that experience apart from context is sufficient to grasp the mean-
ing of an idea.

This viewpoint has the considerable merit of being internally consistent
and quite elegant. It has the liability of not being true. Among its difficulties
are the following. First, what words mean is not independent of their lin-
guistic context. For example, if one says, “I spilled my on the table,”
we know more about what will fit into the blank than that it will be a noun.
We expect it to be something fluid and edible. If the word turns out to be
“wisdom,” we must do a bit of work to make sense of the sentence. We will
have to interpret wisdom so that it can be the sort of thing that can be
spilled, or (more plausibly) we will have to reinterpret “spill” so that it is the
kind of thing that can be done to wisdom. Meaning is context dependent.
We cannot describe the syntax and semantics of a natural language indepen-
dently of one another. Atomism is false.

Second, there is not a sharp distinction between analytic and synthetic
propositions (see Quine, 1961). A proposition may be analytic in one context
and synthetic in another. A chemist is likely to treat “water is H,O” as a
definition. It will be true in virtue of his syntactical rules of equivalence. For
most of us, “water is Hy,O” is an empirical claim requiring evidence.
Whether or not all swans are white is neither a conceptual question to be
decided by analyzing our language or an empirical question to be decided by
the discovery of some new facts. It is a question of how it makes sense to
classify black swan-like birds.

Finally, there are numerous propositions which lack any empirical mean-
ing independent of the theoretical context in which they are embedded. The
verification principle is not true as a thesis about individual propositions.
Propositions imply things about the world in bunches, not one at a time.
Thus, it is not reasonable to expect propositions to have an empirical mean-
ing independently of the theoretical context in which they occur. To grasp
the meaning of an idea, it is necessary to see how it fits into a conceptual
niche.

Moreover, the verification principle is probably not true even of groups of
propositions. No one has succeeded in showing that the meaning of any
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scientific claim or theory can be reduced to its empirical implications. It is
generally conceded that the task is impossible.

A ConNceptrual CHANGE VIEw

These points suggest the following conclusions.

First, linguistic atomism is false. The meaning of any part is dependent on
how it fits into the whole. Grasping the meaning of any particular conception
is a matter of seeing how it fits into the whole. To use Wittgenstein’s phrase,
it is a matter of seeing how it is used, of determining the role it plays in the
language game.

Second, propositions have meaning in sets, and have empirical implica-
tions in sets. What is meant by a given proposition depends on the theory or
the set of assumptions in which it is embedded, that is, on the proposition’s
conceptual context. Predictions are not derived from single assertions, but
from sets of assertions.

Third, if the claim that to grasp the meaning of an idea is to know the
conditions under which it will be true is to be defended, we will have to have
a different idea about truth conditions than that expressed in the traditional
view. The truth or (as we prefer) reasonableness of a proposition will have to
depend not only on being able to generate confirmed predictions, but on
relationships to other propositions.

Grasping the meaning of an idea is normally a matter of seeing how that
idea is interpreted or applied within a certain conceptual context.2 To try to
explain equality, for example, one might proceed by trying to show how
equality would be formulated within a liberal democratic point of view. It is
a matter of understanding the problems which doctrines about equality are
intended to solve, of noting what might count as a solution to such problems,
and of coming to appreciate the constraints placed on the idea. Why is it, for
example, that liberals tend to be more interested in equal opportunity than
in equal results? Understanding the idea is a matter of being able to formu-
late it within the requirements and constraints of a more general political
theory. These requirements and constraints are both the truth conditions of
the idea imposed by the theory and the conditions of an understandable
articulation of what the idea means. The meaning of the idea cannot be
understood apart from its conceptual home in the broader theory. Located in
a different theoretical home, equality means something different.

20ur previous argument against the distinction between analytic and synthetic propositions
based on Quine (1961) implies that there is not a sharp distinction between propositions, on
the one hand, and conceptions and ideas, on the other hand. Thus, we apply our analysis of the
meaning of propositions to a discussion of the meaning of ideas (or conceptions).
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AN EXAMPLE

Let us examine a case of understanding from a conceptual change perspec-
tive.3 We will suggest that when Freud introduced his theory of psycho-
analysis, he had to produce an accommodation in most of his audience. This
was necessary because the conception of mind which was widely held at the
time he began his writing was such that most of the things which Freud had
to say would have appeared highly counterintuitive and virtually unintelligi-
ble to anyone who held it. Freud’s theories could not be assimilated without
a change of mind.

The essence of the problem was that the prevailing conception of mind
(inherited from René Descartes) was that mind is consciousness. Mind is by
its very nature the sort of thing of which one is directly aware. Immediate
awareness is the essential and defining characteristic of the mental.

To anyone with such a view, Freud’s conception of the unconscious is not
just a new idea requiring suitable empirical evidence. It is a suggestion that
must appear compellingly counterintuitive. It is not just that the person will
not see how to fit the idea into some pre-existent framework. Rather, the
individual possesses a framework which will reject the logical coherence of
Freud’s proposal. Freud thus not only faced the task of persuading people of
the truth of his views, but of rendering them understandable. How did he
proceed?

We analyze his approach according to the general theory of accommoda-
tion sketched earlier. In order to succeed, Freud had to persuade people
that their current conceptions were inadequate, he had to render the new
ideas intelligible, he had to make them appear initially plausible, and he had
to show them to be fruitful.

Freud’s strategy for creating dissatisfaction with current conceptions was
to generate a set of anomalies for the view that mind is consciousness which
require his view to deal with them coherently. His basic example was hypno-
sis, followed closely by his analysis of mistakes. Hypnosis seems to reveal
mental content of which people are not aware. Freud also argued per-
suasively that many mistakes are purposeful and, thus, reveal purposes hid-
den from those who act on them.

Freud used several devices to make his view of mental activity at least
minimally understandable. Perhaps most important was the use of meta-
phors. Ideas such as repression and censorship may be so familiar to us in
their psychoanalytic context that they will hardly seem to be metaphors at

3Note that while we consider the following reconstruction of Freudian psycholoanalysis as
historically plausible, its value as an illustration does not depend on its historicity. Not being
Freud scholars, we do not wish to vouch for the historical accuracy of the details of the

reconstruction,
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all. Their role in Freud's exposition, however, seems to be to provide il-
lustrations of how ideas can be known, yet hidden. They are political meta-
phors which were perhaps themselves more intelligible to a nineteenth
century German audience which was familiar with organic views of the state.
Censorship and repression are illustrations of how things which are known
can nevertheless be rejected by or hidden from the knower.

Another strategy of Freud’s was his emphasis on the symbolic character of
mental content. Symbols and codes are another case of things which can be
known, yet hidden. An encoded message is a case where we are aware, yet
not aware.

It is also important to note that these models and metaphors of something
that is known yet hidden are to be understood against the background of a
view of mind which maintains a degree of continuity with the Cartesian
tradition. Freud did not entirely reject the idea that mind equals con-
sciousness. Mental content is still in principle conscious and, thus, intro-
spectible in principle. The models and metaphors, represented in such ideas
as repression, censorship, and symbolism, seem designed to help people
understand how mental content could be the kind of thing people are aware
of in principle when they seem not to be aware of it in fact.

Freud seems to have used these metaphors to create a new network of
ideas in which to locate his idea of the mental. He also had a set of strategies
to help people see how to attach the theory to the world, which is often
accomplished via what we call exemplars. These are standard cases which
exhibit the theory in its application to paradigmatic phenomena. Freud’s
analysis of dreams and mistakes seem to play this role in his exposition of his
theory.

The initial plausibility of Freud’s analysis was demonstrated by showing
that the anomalies, the phenomena which cannot be dealt with on the as-
sumption that mind is consciousness, can be dealt with if one is willing to
assume that there is such a thing as unconscious mental content. The phe-
nomena of hypnosis and mistakes make sense with that assumption and not
otherwise.

Fruitfulness was shown first, by showing that the assumption of the un-
conscious provides a plausible way to deal with the otherwise mysterious
phenomena of mental illness. Freud also made claborate attempts to demon-
strate the fruitfulness of the idea of the unconscious by applying psycho-
analytic concepts to as diverse a range of human phenomena as religion and
art.

The point is that context is necessary to meaning. Ideas become mean-
ingful when they fit into a conceptual niche in a determinate way. When an
accommodation is required, the difficulty is that the context in which a new
idea is to be understood is uncertain. It may be unclear how a given idea fits
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into whatever else people believe. Often current ideas contain elements
which are incompatible with the new idea. In such a case, the task is to take
current ideas and weave them into a new pattern into which the new idea
fits. This is what Freud has done. He had constructed a conceptual context
in which the idea of the unconscious could make sense. Having inherited a
conceptual ecology hostile to the idea of the unconscious, he wove ideas
already familiar into a different kind of ecological niche into which the un-
conscious fitted comfortably. He then was able to show people how this idea
could be attached to the world and how it could be used to solve problems.

UNDERSTANDING AND ACCOMMODATION

To recapitulate, we began with an argument to the effect that a particular
view coneerning learning was false. The way in which the view was false
suggested that understanding how ideas become meaningful was in large
part a matter of seeing how they fit into a conceptual context.

How does this view of understanding fit into the overall theory of concep-
tual change? In the first section, we claim that one of the conditions for an
accommodation was that the new idea be minimally understood. That is, it
must make sense to the learner. The present section is, in a sense, an
explication of what is involved in making an idea understandable.

What may seem anomalous about this discussion is that it may appear that
the idea of understanding has expanded so as to incorporate virtually all of
the conditions of conceptual change. However, one should not conclude
from this expansion that understanding a new idea is the same as accom-
modating it. To do so would miss the distinction between understanding and
commitment. To claim that one has a thorough understanding of an idea
requires that the person see how to employ it to solve anomalies generated
by some prior view and how to apply it to other views. It is to know how the
conception would relate to other ideas if it were true. The claim does not,
however, require agreement with the idea, because it is possible to under-
stand an idea with which one disagrees.

For example, one of the authors has done some work examining Marxist
analyses of education. He understands how Marxists apply their analytic
framework to educational phenomena. He can construct well-formed Marx-
ist analyses of new events. But he is not a Marxist, because he does not
accept the overall framework of Marxist analysis.

Our remarks thus suggest that it is useful to distinguish three different
ideas:

1. Minimal understanding. The minimal level required for a person to
begin to entertain the possibility of the truth or reasonableness of a new
conception. It is having enough sense of the idea to begin to explore its
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possibilities and to see some of its implications. An appreciation of the full
range of implications of the conception will be lacking at this level. The
person who understands at this level will generally be able to apply the
conception to simple or stereotyped problems, but will not see how the idea
can be used in more complex situations.

2. Fuller understanding. The individual has a level of understanding of
the conception that resembles that of an expert. The person sees a wide
range of the implications of the conception and is able to apply it to complex
and novel situations.

The point of wishing to distinguish between these levels of understanding
can be seen in some of the expert—novice literature (e.g., Larkin, McDer-
mott, Simon, & Simon, 1980) where people show notable differences in their
ability to apply a given conception to different sorts of problems. In our own
work (Posner et al., 1982) some interviews of college physics students con-
cerning the special theory of relativity suggested the distinction. Students
who were able to formulate the basic postulates of special relativity and use
them to solve simple problems often lost sight of their implications when
given more complex problems. Indeed, they would frequently fall back on
Newtonian ideas. Such phenomena suggest that it is worth distinguishing
between minimal and fuller understanding of a conception.

3. Accommodation Accommodation involves not only understanding,
but a degree of acceptance. In order to claim that a person has accommo-
dated a new conception, a person must have at least a minimal grasp of the
meaning of it. One cannot believe something one does not understand.
However, the claim that an accommodation has occurred adds to the idea of
understanding the notion of commitment or belief. The conception is accept-
ed. Note that while generally full understanding of a conception is not
required in order to accept it, it is also the case that an accommodation
which involves only a minimal level of understanding is insecure. Students
may abandon such a commitment once they see the full range of its implica-
tions, or they may unwittingly use inappropriate ideas to analyze complex
situations to which the new conception should apply. In some cases, minimal
understanding can make it difficult to decide whether an accommodation has
really occurred.

CONCLUSION

Many pedagogical implications can be drawn from these ideas. However,
it is not our purpose to design a pedagogical theory in these pages. Rather
we have sought to sketch the general features of a view of how to think about
learning—the fundamental assumptions of a research program, if you will.
By extending the account to the concept of understanding, we have tried to
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show that the ideas have the flexibility to illuminate a wide range of phe-
nomena of interest to educators. The theory has not touched all bases. It has
not been integrated with the affective aspects of learning (see Strike &
Posner, 1983), nor with habit formation or motor learning. For those of you
among the readers whose primary interests are in the learning of subject
matter, we would commend the idea that learning is conceptual change as a
fruitful approach.
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AN APPROACH TO DESCRIBING
LEARNING AS CHANGE BETWEEN
QUALITATIVELY DIFFERENT
CONCEPTIONS

Bengt Johansson, Ference Marton, and Lennart Svensson

Our intention here is simply to describe an approach to the study of learn-
ing, developed in more than a decade by our research group. We describe
our methodological stance without making explicit comparisons with other
approaches. We illustrate our way of reasoning by means of a concrete
example and general principles. Because we believe that the research meth-
odology always has to be a function of our conceptualization of the phe-
nomenon studied, in the first part of this chapter, we outline our way of
seeing learning, and in the second part, we elaborate its methodological
implications.

A VIEW OF LEARNING

ASSUMPTIONS ABOUT SCHOOL LEARNING

One of the possible answers to the question, “What do students learn in
school?” is that some of them learn to solve certain types of problems in
certain subject areas. What types of problems they learn to solve and to what
extent can be clarified by means of systematic investigation.

Consider the following problem:

In an experiment with a ball, it is found that when the ball falls, it is affected by the
air with a braking force F, which is proportional to the velocity of the ball, v, i.e., F =
k-v, where k in this case is 0.32 Ns/m. What would the final velocity of the ball be if it
were dropped from a high altitude? The ball's mass is 0.20 kg,

This task appeared in the annual nationwide achievement test in physics
for the second year of the science and technology line of the Swedish upper-
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secondary school (equivalent to senior high school). The normal age of the
students at this level is 18 years, and it is their eleventh school year.

Realizing that after a phase of accelerated motion, the magnitude of grav-
itational force affecting the ball (F, = mg) .will equal. the magnitude of th:1
force of air resistance (F = kv), the following equation can be set up an
solved for v:

kv = mg, where k = 0.32 Ns/m
m = 0.20 kg
g = 9.81 m/sec?.

In order to gain a point for this problem, the students needcd only t(.) w’rit.c
the correct value (6.1 m/s) on the answer sheet. About 70% of them did; ‘1t is
fairly easy problem. In order to solve this problem, one has to fm.d the right
formula, set up the equation, replace the symbols with the numerical values,
and carry out the calculation. Solving this problem should n9t cause any
great trouble, especially if one had faced a similar problem prevu‘n,}sly. T hus:,
this is onc way of answering the question, “What is learned? a.nd it is
correct in one sense. However, this way of answering the question is based
implicitly on a certain view of learning, and we have found both the accept.ed
answer and the view of learning too restricted. Our approach to answering
this question is different, and it is different because our view of learning is
different. o

If we subject the preceding problem to a somewhat closer ex%nm'natlon,
we may discover that its solution is based on a certain way of viewing the
phenomenon in question: a certain conception of bodies moving at a (?()11?tant
velocity is presupposed. Underlying the relation between the gravitational
force and the air resistance is the notion that a body continues to move at a
constant velocity when the resultant of the forces acting on it is zero.

This notion is somewhat counterintuitive and it is surely not a part of most
of the students’ thinking when they begin their studies in secondary schoo!.
For many, it is not a part of their thinking after they have 001.np1eted their
studies, even if they have learned to solve problems by using that very
notion.

Meaningfully incorporating a concept into one’s thinking process means a
change in the way one apprehends certain phenomena in the surrounding
world. It is this kind of change that corresponds to our view of the essence of
learning. This kind of change represents the type of learning on which we

~us our research.
fOLOur approach to the study of learning has been dcvelop?d within the
framework of an understanding of knowledge. From an educational perspec-
tive, there arc at least two points of justification for such an approach : First,
if t};e learner’s conception of a certain phenomenon is at variance with the
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conception underlying the calculation he or she makes, it severely restricts
the learner’s understanding of what he or she is doing. Second, because the
learner in such a case has simply learned to handle a restricted group of tasks
in a certain way, he or she will not be able to use the conceptual tools of
scientific thinking, on which the methods for solving the problems are im-
plicitly based (outside the range of those tasks). ,

In our view, learning (or the kind of learning we are primarily interested
in) is a qualitative change in a person’s conception of a certain phenomenon
or of a certain aspect of reality, it is a distinct change in how that phe-
nomenon is perceived, how it is understood, and what meaning it carries for
the learner. However, such fundamental aspects of the subject matter—the
very conceptions of the phenomena that statements are made about—are
generally not visible in the classroom. They are invisible because they are
assumed, and they are assumed because our understanding of the world is a
part of us. This is exactly why the students may master certain methods of
calculation without having adopted the conceptualization underlying them.
In such cases, the students have at least two different conceptions of the
same phenomenon—namely, one that is implied by the correct way of han-
dling the calculation and one that is the unchanged common-sense concep-
tion that the students brought with them to the study situation. Changes
from one conception to another do occur, of course, mainly because the
conflict between different ways of thinking becomes explicit due to the
problems the students must solve or due to the fact that the teacher deliber-
ately chooses to thematize the conflict. To map the naive (though frequently
functional in the context of everyday life) conceptions that can be found
among the students and to describe the changes that take place in those
naive conceptions is, in our opinion, a most important task for educational
research. This research may also increase the likelihood that such changes
will occur.

QuALTATIVELY DiFFeReNT CONCEPTIONS

In the introduction to this chapter, we said that first we would outline our
view of learning and then elaborate its methodological implications. The
reality of the research, however, is not a neat sequence from developing an
articulated view of the phenomenon to be studied to drawing the meth-
dological conclusions from that view. Rather, by studying the phenomenon,
our view of it may change somewhat, which then may lead to some altera-
tions in the research methods adopted, which again may make some new
aspects of the object of research visible, which may in turn have a number of
implications concerning methodology, and so on.

In our case, a discovery of decisive importance was that for cach phe-
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nomenon, principle, or aspect of reality, the understanding of which we
studied, there seemed to exist a limited number of qualitatively different
conceptions of that phenomenon, principle, or aspect of reality. There are
always commonalities in the ways in which people who belong to the same
culture account for a phenomenon, as well as at least some differences. But
on a level of description between the general and the idiosyncratic, there are
ways of understanding, that are neither common to everyone nor unique to
anyone. What are these qualitatively different conceptions of a phenomena,
principles, aspects of reality that exist?

A conception is a way of seeing something, a qualitative relationship be-
tween an individual and some phenomenon. A conception is not visible but
remains tacit, implicit, or assumed, unless it is thematized by reflection. In
this sense, conceptions are simply categories of interpretation in terms of
which we understand the world around us. In a problem like the one in the
previous section, the conceptual aspect is not salient. Because conceptions
are categories of interpretation, in order to find out what they mean to each
student, we must let the students choose their own interpretations. The
fewer conceptual constraints we impose on reasoning as a result of the
problem itself, the better. The more natural the questions we ask and the
more sensitive our listening to the answers the students give, the greater are
our chances of understanding how the students understand.

We now exemplify at some length the characteristics of qualitatively dif-
ferent ways of perceiving and reasoning about certain phenomena, as well as
qualitatively different conceptions of certain aspects of reality. One aim of an
ongoing investigation is to find out what preconceived ideas students at a
technological university hold about the physical reality before taking part in
mechanics courses, and how, and to what extent, their notions are modified
as a function of the educational experience offered by those courses.! In one
of the substudies, two sets of interview questions were constructed, with
four questions in each set, each question forming a pair with a corresponding
question in the other set. The questions within each pair were identical in
structure but different in content. Here, we discuss questions in only two of
the pairs. In the first case, the students were asked to comment on a physical
event with a body moving at a constant velocity: in the second case, there
was a body in decelerated motion.

Thirty students were interviewed twice; the first time at the beginning of
their studies and the second time after their having completed the first

IThis investigation, called “Study Skills in Mechanics,” is being carried out jointly by staff from
the Department of Mechanics, Chalmers Technological University, Gothenburg, and the
Department of Education, University of Gothenburg. The project is directed by Svensson, and
some of the results reported here have been published previously in a working paper by
Johansson (1981), who has been a research associate in the project.
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course in mechanics. On each of the two occasions, one of the two alternative
questions within each of the four pairs was asked, and the order was reversed
for half of the group of students to make the two interviews comparablé at
the group level. Fifteen students were asked the first question on the first
occasion, and 15 the second one. On the second occasion, the questions
were reversed for the two groups of students,

L. A car is driven at a high constant speed straight forward on a motor-
way. What forces act on the car?

2. Acyclist is cycling straight forward at a high constant speed on a road.
What forces act on the bicycle?

Let us now consider the dialogue that took place between the experimenter
(E) and one of the subjects (S 2) in connection with the first question:

E: If we take a car being driven at a constant speed straight forward, a high
conpstant speed straight forward on a motorway, what forces act,on the
car!

S: Motive power from the engine, air resistance, frictional force on all the

bearings and so on, gravity, and normal force.

How are they related to each other?

Gravity and normal force are equal, and the engine is used to counter-

balance the sum of the air resistance and the frictional force.

Is there anything left over?

Well, nothing important.

Why is that?

When he drives at a constant speed, all the forces counterbalance each

other.,

But isn’t there any. . . .

I suppose there’s heat in the air, perhaps.

Yes. Isn’t anything used for, some force for [moving forward], mustn’t

one have more, as it were, in order to [move forword], than, as it were

backward if youre going to get the car to move forward at all? ’

S: Well, yes. When it accelerates, more power is needed forward than
when it is moving at a constant speed.

w

wm o m

We can now compare this with an excerpt from an interview with one of the
other subjects (S3).

E: A car is driven at a high constant speed straight forward on a motorway
can you draw the forces acting on the car? ’
S: A car.

E: Hm.



238 BENGT JOHANSSON, FERENCE MARTON, AND LENNART SVENSSON
S:  Viewed from above, then?
E: Hmmm.
S: On a motorway?
E: Hmm. Ye-es. . )
S:  Well, we have gravity drawn straight down there . .. ‘L )
E: OK. { A
S: In a point.
E: Hmm. ' 3
S.  And then there’s air resistance, right. . . .
E: Hmm. . -
S: Then friction against the road surface where there is also some re-
sistance. Then there’s. . . . - —_
E: Now let’s see, I'll call the air resistance 1 and the friction against the
road surface, you write that there yes, an arrow which I shall call 2 . . .
S: I'd draw it like that too.
E: Yes.
S: It1l be the same here against the wheels.
E: All of them are 2, yes? ‘
S.  Hmm. Then the car is moved forward by the engine, then.
E: Hmm.
S:  And then a force which is directed forward which has to be greater than
those there. Number 3 thus has to be larger than number 1 and number
9, otherwise it wouldn’t move forward . . ., ‘ .
E: So that the car’s, the force that moves the car forward is larger than
those in the wheels as you said and this together. . . .
S:  Yes, they have to be. '
E: And then you had a force directed downward, that was gravity.
S: Yes.
E: Yes. Have you got anything more? ‘ ‘ .
S.  Hm. Well, Then it could be windy, there could a wind too, if you drive
across large open fields and the wind’s blowing . . .
E: Ye-es, exactly. '
S: I suppose it's a good idea to put them all down, in any case.

What is the main difference between the two students’ ways of dealing w1th
the problem? Quite obviously, from the point of school physws, the ff)r}rlner 1(s1
right and the latter is wrong. To describe the answers in t.erms of rlgdt arz ,
wrong is, however, hardly what we mean by “revealing the students
C()Igrfpotrll(;nlse‘vel, the difference between the two students’ ways of rggsomng
is striking. According to the former, the magnitude 'of force in tbed'1re(iF10n
of the movement equals the magnitude of the forces in the reverse direction,
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so that the moving body is in equilibrium at a constant velocity. According to
the latter, the resultant of the forces acting upon the car must exceed zero
and must have the direction of the motion, otherwise the body would not
move. In his understanding, a body is in equilibrium only when it is at rest.

We can, however, go further in trying to characterize the qualitatively
different ways in which the students apprehend the actual problem. In order
to do so, we must take the entire range of interviews into account. Together,
they form the whole from which the pattern of qualitatively different modes
of thinking can be discerned. We observe that the students who seem to
realize that opposite forces are in balance have chosen “velocity” as a point of
departure and they have compared constant velocity to acceleration and
deceleration. They have explained that the equilibrium of forces makes the
velocity remain constant (rather than cause acceleration or deceleration).

The other students, however, seem to have considered the problem from
the point of view of “motion” and they have compared motion with rest.
They have explained that the greater force forward makes the object move
(rather than remain at rest). The most fundamental difference between the
two students’ understanding of the problem is thus reflected in the dif-

ference between the two underlined statements in the two interview
excerpts:

S2: When he drives at a constant speed then all the forces counterbalance
each other

and

S 3:  And then a force that is directed forward which has to be greater than
those there . . . otherwise it wouldn’t move forward

There were thus two qualitatively different conceptions of “a body
moving at a constant velocity” found in the investigation. (These ap-
plied to both of the two structurally identical problems above: the one
with the car and the one with the bicycle.) A body in this kind of
motion was apprehended either as (a) having a constant velocity, due
to the equilibrium of forces or (b) moving, due to a “motive ineq-
uilibrium” of forces. As we can see, the two conceptions (a) and (b)
represent, in actual fact, two kinds of correlated differences, which we
may call the “what” and “how” aspect of the event. One regards what
is focused on (velocity or motion). The other refers to how the explana-

tion is given; in terms of equilibrium at constant velocity or equi-
librium at rest.
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TABLE 14.1  Two Conceptions of Movement

WHAT (is focused on)

Velocity Movement

HOW (explanation is given)
Equilibrium at a constant velocity ()
Equilibrium at rest (h)

LEARNING AS A CONCEPTUAL CHANGE

We have introduced a view of learning as a change between qualitatively
different conceptions, and we have given an example of learning according to
our view: A change from conception (b) to conception (a). The direction of
the change is self-evident: learning must, in some comparatively well-de-
fined sense, represent an improvement.

In the aforementioned investigation from which our example is taken, one
of the aims was to study in what way and to what extent learning in our sense
is taking place as a function of the students’ educational experiences. The
idea was to compare the students” conceptions of the same physical phe-
nomena on two occasions: before and after a course in mechanics. Dif-
ferences in conceptions in the right direction between the two occasions
would represent cases of learning.

The first interview was in itself a learning opportunity, however. The
interviewer’s questions made the students reflect, and the questions some-
times made the inconsistencies of their own way of reasoning obvious to
them. In this way, it was possible to observe several cases of learning during
the interviews, in the sense of a change from one conception of a phe-
nomenon to a better conception of the same phenomenon. (For the moment,
we leave the difficult questions of the permanence and generality of such
changes. These issues are dealt with in the second part of this chapter).

In the following case, we can see how the shift takes place in the student’s

(S 11) way of reasoning:

So a car is driven straight forward at a high constant speed and you are
to draw or tell me what forces act on the car.
Well, it’s wind resistance, then.

=

S:

E: Ye-es. What is that? 1

S: It’s the air's particles which . . . "—_—>
E: Ye-es.

S: Act on the car in some way.

E: Ye-es.

wHoEHeme X

=

cHeHeHoe
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And it sort of stands still in relation to the car.

What effect does it have, then?

Against the direction of the car.

I see.

And the engine, or the motive force, then.

Hmhm.

Due to the engine functioning in the car’s direction. Then there are
different sorts of friction in the car itself which act against, or it can look
like it’s sideways. 7

Yes. How is the motive power, how great is it?

Yes, it’s much greater than the others.

Ye-es. Individually or together?

Together.

If you have any more forces here, now you've said—you can write it
down, by the way, it would be interesting to see approximately how
you. . . .

Yes. Then we can say that there’s a car here, then. . . .

Yes. You're drawing it viewed from above.

Exactly.

Hmm.

Then we can say that Number 1 here is the motive force. . . .
Hmhm.

Shall we draw them as vectors, then?

Yes, it’s alright if you draw an arrow.

And so that the wind comes from in front.

Yes.

Then it’'s wind Number 2.

Yes.

And there we have Number 3 when there’s friction in the bearings and
SO on.

Ye-es.

Yes it will, and between the wheels and the road surface.

Can it be moved like you did?

Yes, one can add those two together.

Yes. And how were Numbers 2 and 3 in relation to Number 1?

They were clearly smaller.

And have you got any more forces that act on the car?

We-ell, I'm not sure about that, you know, maybe they're equally great
since the car is moving at a high even speed, I'm not sure about that.
How come you, . . . how did you think when it is equally great . . .
when it's greater?

Since the car moves forward.
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E: Yes. ’

S: But since it doesn’t increase in speed perhaps it—they're equally great
instead.

E: Hmm,

S:  Probably, Number 1 is greater only when it’s accelerating,

Observe in particular this student’s answer to the question of how he was
thinking when he said that the force forward was greater than the air re-
sistance and the friction:

S:  Since the car moves forward.
When he then chooses to look at a special type of movement:

S:  Since it does not increase in speed [he abandons his original model].
Probably, number one is greater only when it’s accelerating.

In spite of the fact that four changes of this kind occurred during the first
series of interviews, the participation in the course in mechanies did not
affect the frequency distribution across the two categories. Of the 22 stu-
dents who answered one of the two questions about “bodies moving at a
constant velocity,” on both occasions, 7 exhibited conception (b) the first
time and 6 the second time.

The second pair of questions in the investigation further illustrate concep-
tual changes as effects of education. We would like to briefly deal with these
two alternative cases of “bodies in a decelerated motion.” They were the

following:

A goods wagon has been derailed and rolls straight forward on a com-
pletely horizontal track. What happens?

and

A puck has left an ice hockey stick and glides straight forward on smooth
ice. What happens?

We can deal with the qualitatively different conceptions revealed by the two
questions without separating them. .

There were a number of students whose way of reasoning was in accor-
dance with accepted physical thinking. At least in this case, they see'med to
apprehend “bodies in a decelerated motion” as (a) having a velocity that
diminishes due to forces opposite to the direction of motion. As in the case
of conception (a) in the previous example,? this way of reasoning takes its
point of departure from the “velocity aspect” of the physical event and then
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only the forces opposite to the motion need to be taken into aceount.2 In
other cases, however, the students fail to discern velocity as the relevant
aspect of the event and foeus on the motion in a more global way. Several
students reason in terms of a force that the wagon got from the train or the
puck got from the stick. This is a force that is inherent, stored in the wagon
(puck) and qualitatively different from the external force by which the train
affected the wagon (or the stick affected the puck) or by which the wagon (or
the puck) may affect other objects. (Nevertheless, it is occasionally used in a
sense similar to external forces with which it is compared). In some cases,
this internal force is seen as being less than the sum of the opposite forces
and it is not seen as a cause of the movement, but rather as an aspect of it.
Due to the opposite forces, this force diminishes and the body stops at the
same time as the force disappears. In other cases, however, the inherent
force is thought to be greater than the opposite forces and is seen as a
necessary cause of the movement. The force gradually diminishes due to the
opposite forces and when the former equals the latter the body stops. This
model of equilibrium at rest clearly resembles conception (b) in the previous
example with constant velocity (think of the direction of motion being from
left to the right:

[ l (retarding)
movement

The previous conception seemed, however, to be based on a different
model of equilibrium:

<—D—+ : acceleration
<—D—> ¢ constant velocity
<——D—-> : deceleration

A strikingly Aristotelian-like way of thinking was shown by a student (S 7)
who in relation to the “puck question” reasoned in terms of an external force
pushing the puck all the time:

E: Tt's a puck that leaves the ice hockey club and glides straight forward on
smooth ice, what happens?

2Notice that the labels a, b, etc., do not refer to any general conceptual levels. They are used to
denote conceptions specifically related to certain phenomena. This means that two conceptions
originating from two different problems but labeled in the same way, as b, for instance, do not
necessarily have anything in common with each other, though, it may happen that they have.
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A puck that leaves . . . .
It has left the ice hockey stick and is gliding straight forward.
Ye-es, there is a force that pushes the puck forward. . . .

Yes
So then it moves forward. Then there is a frictional force behind but

since it’s ice I suppose it’s not particularly great so then . . .

Well. Yes. N
Gravity and normal forces and . . . r
Yes. 2Ly \L G >

Those sort of things have an effect too.

I see. It's a, yes, perhaps you can draw here. Where do you have the
puck here, then? Yes, how does one draw it, like that perhaps.

Ah, that wasn’t good, this is how I draw it.

So it’s on its way, then. Can you draw these forces like this?

We could call this a normal force, right?

Yes.

So the gravity in—TI'll fix it.

Hm.

This is a bit stupid, but this here is what we can call it instead, it is the
motive force (F), then.

Hmm.

And here behind we have one too, fric . . . what’s it called, frictional
force?

Yes.

Moving again, but we can call it G.

Hm.

It must be those that act on it just then, I think.

I see. How are these forces related to each other?

They offset each other, the normal force and gravity. . . .

Yes.

Since they are, . . .

Yes.

I think, because it’s gliding on the ice it has to stay still there on the ice,
so to speak.

Hmhm.

If there isn’t a hole in the ice.

Hmhm.

But this force (wN) since it’s ice must it be very much smaller than th.is
force (F) because it’s the one that’s the greatest and the puck is going in
that direction.

Hmhm. This frictional force, where, where does it act on the puck?
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S:  Underneath, between the surface of the puck and the ice, as it were,
that surface under there.

E: Yes. Hm. Well, what happens to the puck after a while?

S: It comes to a halt by itself.

E: Yes. I see. Hmhm. How come?

S: Well. Yes. This . . . ye-es this force must . . . well, this force doesn’t
increase so it has to be the one that diminishes.

E: Hmhm.

St Idon’t really know why it is—but it does stop.

This third force-related conception has the model of equilibrium in com-
mon with the second conception. By focusing on the motion (and not on the
change in velocity), the student tries to explain it in terms of a force in the
direction of motion that exceeds the opposite forces. Equilibrium means
rest.

In addition to the correct one, we have thus discerned three other
qualitatively different conceptions. Bodies in a decelerated motion can also
be interpreted as (b) having an inherent force that diminishes due to totally
greater forces opposite to the direction of motion, (c) having an inherent
motive force that diminishes due to totally smaller forces opposite to the
direction of motion, or (d) having an external pushing force that diminishes
due to totally smaller forces opposite to the direction of motion. In other
cases, students discuss the problems in terms of kinetic energy. Energy is
then dealt with as a directed, vectorial entity and not as a scalar one. There
are again two different conceptions, one of which is structurally similar to the
preceding conception (a). The difference is that the reasoning is here
phrased in terms of energy instead of velocity. The wagon (or the puck) has
received a certain amount of energy. The friction and air resistance are
working against this forward-directed entity and ultimately make it disap-
pear.

Just as energy was used here in the same way as velocity in the problem
solutions based on conception (a), there was one case where, in the student’s
account, energy had exactly the same functional role as the inherent force in
solutions revealing conception (c). According to this way of reasoning, the
puck has received energy from the stick. This directed energy is diminishing
due to the effect of what is called “friction energy,” which is also a directed
entity, but opposite to the former. The puck is moving because kinetic
energy is greater than friction energy in the beginning. When the two
become equal, the puck stops. According to the last two conceptions to be
presented here, “bodies in a decelerated motion” can also be interpreted as
(e) having a kinetic energy that diminishes due to forces opposite to the
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TABLE 14.2 Six Conceptions of Movement

WHAT (is focused on)

Inherent External Movement
Velocity force force energy
HOW (is explanation given)
Equilibrium not considered a e
Equilibrium at a constant velocity b ‘
Equilibrium at rest ¢ d {

direction of motion or (f) having a motive kinetic energy that diminishes
due to totally smaller energies opposite to the direction of motion. As in the
case of constant velocity in the aforementioned car example, we can extract
two correlated aspects of the conceptions, previously called the “what” and
“how” aspects. The former refers to what is focused on: velocity, inherent
force, external force, or kinetic energy; the latter concerns how the explana-
tion is given: without reasoning in terms of equilibrium, in terms of equi-
librium at constant velocity, or in terms of equilibrium at rest (See Table 2).
It should be noticed that the different combinations of what and how dimen-
sions must be interpreted in relation to the problem or phenomenon that the
conceptions are applied to. For instance, focusing on velocity and giving an
explanation in terms of equilibrium at constant velocity were the most fre-
quent (and correct) ways of handling the preceding car problem, whereas
this combination, for obvious reasons, does not occur in relation to the two
problems on decclerated motion. We should also bear in mind the fact that
the ordering of the conceptions does not necessarily reflect their proximity
to the scientifically accepted conception.

As we can see, the pattern that the different conceptions make up together
(called the outcome space in our terminology) is more complex here than was
the case with the problem regarding movement at a constant velocity.

Contrary to the case of the previous problem concerning the students’
understanding of bodies in a decelerated motion, the educational effects
were most striking. Almost all the heterogeneity in the students” thinking in
this respect was abolished by the course. In the interview after the course,
all but one of the students took their point of departure from velocity when
reasoning about bodies in a decelerated motion and they gave their explana-
tions in terms of forces opposite to the direction of motion only. The answer
to the question of why the students’ thinking was unaffected in the first case,
while it was radically altered in the second has to be sought in the difference
in the content of the problems and their relation to the content of the course.
To present this analysis here would, however, go far beyond our aim of
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referring to the actual investigation. Our intention was simply to use it as a
concrete exemplar of our view of learning, the methodological implications
of which we develop in the next part of this chapter.

METHODOLOGICAL IMPLICATIONS

EXPERIENTIAL PERSPECTIVE

As should be obvious from the preceding examnples, when we say that we
want to describe the students’ ways of thinking or the changes in their ways
of thinking, the expression, “describing ways of thinking,” is used in a rather
specific sense. Namely, we are not trying to describe how the students’
thinking in general appears to us (for instance being formal operational,
field-dependent or abstract), but we are trying to describe how students
think about specific problems and phenomena from their own perspectives.
We have discussed two different ways of apprehending a body moving at a
constant velocity. Two different ways of thinking refer, in this particular
case, to two different interpretations of what is thought about (i.e., a body
moving at a constant velocity). This implies that the object of our studies is
human subjectivity and we must adopt what has been called a second-order
perspective (Marton, 1981). It means that we are not making statements
about X (in this case, for instance, bodies moving at a constant velocity) but
about people’s ideas about X.

Adopting a second-order perspective implies, furthermore, that we are
not trying to look into the learner’s mind, but we are trying to see what he or
she sees; we are not describing minds, but perceptions; we are not describ-
ing the learner, but his or her perceptual world.

DESCRIBING THINKING IN TERMS OF ITs CONTENT

The corollary of what has been said in the previous section is that thinking
should be described in terms of its content. (Content in our sense of the
word refers to the thinker’s understanding of that which is thought about). In
our interpretation, this idea was implicit in the concept of intentionality,
introduced by the German philosopher Franz Brentano 1874. This concept
was subsequently laid as a groundwork for the phenomenological movement
by its founding father, Edmund Husserl. According to Brentano, what dis-
tinguishes psychological phenomena from physical is that the former always
have a kind of directedness; love is always the love of someone, learning is
always the learning of something.

Using the specific content of thinking in order to characterize thought
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differs considerably from the commonplace theories in cognitive psychology
where, by tradition, the task of research into thinking is to clarify the general
mechanisms of thinking and describe the general structures of thought de-
termining and defining the conceptions. Thinking in most cognitive psychol-
ogy theories is thought of and described by using general mechanisms and as
the application of general structures to various content. According to this
line of reason, we should be able to find out what it takes to think or learn
about different content by finding the mechanisms and structures.

Though there are obviously more or less general aspects of thinking and
learning, we should not jump to the conclusion that there are some corre-
sponding general mechanisms or structural entities within the individual. If
we consider how individuals deal with various contents in various contexts,
we may very well observe that certain aspects crop up repeatedly. We may
then conclude that those frequent recurring characteristics tell us something
important about human beings’ mental equipment. Or, we may conclude
that they tell us something important about ways of functioning in relation to
various content in various contexts. This latter conclusion is certainly one
that we would favor as most warranted.

The difference between the two conclusions—subtle as it may seem—is a
very important one. An example sheds light on its nature. We may observe
that some children fail to solve a certain problem while other children have
no difficulty at all. The children who fail to solve a certain problem (e.g.,
what makes things sink or float) fail because they are dealing with two
different aspects of the problem (e.g., volume and mass) one at a time
without being able to bring them into relation with one another. One “expla-
nation” might be that the children who failed are preoperational children.
An alternative conclusion to be drawn is that relating two separate aspects of
the problem is necessary for its solution and it represents a difficulty to some
children in this case. The first interpretation would lead us to expect the
children who failed to solve one problem also to fail in solving other prob-
lems requiring a concrete operational level of functioning. The second in-
terpretation would make us sensitive to the question of whether the relating
of two separate aspects of the same problem is a frequent difficulty in every-
day situations (not necessarily for the same children in all situations, but for
some children in some situations and for other children in other situations?).
If this indeed turned out to be the case, we would reasonably make this
specific capability an object of instruction.

Apprehended content is the language in terms of which thinking or learn-
ing is described. Therefore, when we want to relate our findings concerning

3This does not mean that we wish to exclude the possibility that ways of functioning could be
generalizable across situations. We only want to make generalizability into an empirical ques-
tion instead of aecepting it as an axiom.
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ways of thinking about certain phenomenon, we should not neglect the
dimension of content. Instead of trying to either relate the findings to or
explain them in terms of underlying mental operations or cognitive struc-
tures we would focus our attention on ways of thinking about some other
related phenomena or on some other aspects of the same phenomenon.

In the case of our previous physics problem, for instance, it would not add
very much to our understanding, at least not from a didactic point of view, if
we learned that focusing on velocity was more common among boys, formal
operational thinkers, or those coming from better socioeconomic conditions.
Nor would it be of much help if it was found that focusing on movement
makes less demands on short-term memory capacity.

If we wanted to understand better why focusing on velocity is more diffi-
cult than focusing on movement, however, we could reflect along the follow-
ing lines. Movement is of more global character than velocity. The latter is in
actual fact an aspect of the former and has to be abstracted from it. Further-
more, velocity is a derived concept, which is defined as a quotient between
two inhomogeneous magnitudes: distance and time. Euclid had expressed
the view in Book V that we should only compare homogeneous magnitudes
by forming their quotient. John Wallis, in the seventeenth century, was one
of the first mathematicians to divide inhomogeneous magnitudes. He may
have been the first to write the formula defining velocity (Thompson, 1983).

DISTINGUISHING BETWEEN CATEGORIES OF DESCRIPTION
AND WHAT Is DESCRIBED

Conceptions, which make up our unit of analysis, refer to whole qualities
of human—world relations. They also refer to the qualitatively different ways
in which some phenomenon or some aspect of reality is understood. When
trying to characterize these conceptions, we use some categories of descrip-
tion. These categories are, however, not identical with the conceptions—
rather, they are used to denote them. (When using expressions such as
“ordering the conceptions,” we were thus in error. We should have said
“ordering the categories of description” instead). To the extent that concep-
tions reflect the terms in which people interpret the world around them,
categories of description express our interpretations of others™ interpreta-
tions. As our interpretations may be more or less correct, there is a certain
relativity linked with the choice of the categories of description: they have a
considerable degree of autonomy in relation to what they refer to (i.e., ways
of understanding something).

Categories of description are invented to characterize conceptions found
in concrete situations, but these categories may be lifted out of the context
where they have been found or invented in order to be used as tools for
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understanding conceptions of similar phenomena or aspects in different sit-
uations. The fact that we have to be able to disregard great differences in
order to see what is similar should be obvious from our previous comparison
of a way of thinking implied by Euclid’s mathematics and a way of thinking
implied by Swedish students” answers to interview questions in the course of
an investigation carried out in the early 1980s.

CATEGORIES OF DESCRIPTION AS REsULTS

As implied by the previous section, we certainly do not consider the
construction and derivation of categories of description as a simple reading
off of what is in front of our eyes. Quite the contrary: categories of descrip-
tion have to be discovered (in actual fact, it is the conceptions that are
discovered) and they make up the main results in the kind of investigations
we are discussing here.

According to the canons of research methodology in the behavioral sci-
ences—and also in accordance with common practice—categories of de-
scription have to be defined in advance. We must have the categories to start
with. What we then do is find relationships among the categories of descrip-
tion (which are usually expected to be of a quantitative nature). If our inves-
tigation is derived from theory, then we may test some hypotheses about
relationships; if our investigation is exploratory, we must try to find the
relationships more or less by trial and error. Ilowever, the research situation
we have in mind here is a radically different one. Our point of departure is
that we want to find out the different ways in which a certain phenomenon or
certain aspect of reality is experienced, understood, and conceptualized.
From such a perspective, instead of being a ready-made instrument brought
to the investigation, categories of descriptions are its main results.

QUALITATIVE VERSUS QUANTITATIVE RESULTS

In an investigation, we may have either qualitative or quantitative results,
or both. The reason for our arguing for categories of deseription being recog-
nized as results is that qualitative components in a research project are
mostly regarded as belonging to its exploratory phase. Qualitative descrip-
tions obtained by the interview method or by participant observation are
frequently seen as intermediary steps toward obtaining the real (quan-
titative) results, such as the testing of the hypotheses, the finding of the
correlations, and so forth. In our case, the picture is reversed. Both aspects
are present; there are the categories of description found (the gualitative
outcome) and there are frequency distributions related to those categories
(e.g., before and after the course)—the quantitative result. No doubt, it is
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only the former that is generalizable and is—from the point of view of this

chapter—the figure in the figure—ground relation of the two kinds of
findings.

RELIABILITY OF DISCOVERY VERSUS RELIABILITY OF
IDENTIFICATION

The question is frequently asked: Would another researcher working in-
dependently find the same categories and conceptions that we did? Howev-
er, according to what has been said previously, we consider the finding of a
category of description a discovery,* and why should we require two re-
searchers to make the same discovery independently? On the other hand
once the discovery has been made, we should certainly be able to communii
cate it, and other researchers should certainly be able to use the intellectual
tools that are supposed to be the outcome of this kind of research and be able
to replicate and confirm our discoveries. Consequently, what we want to
ascertain is that once categories of description are made explicit, other re-
searchers should be able to identify them when they are applicable in vary-
ing contexts. In accordance with this, indicators of reliability should not
concern the extent to which categories are discovered independently, but
the extent to which they are identified once they have been specified.

There are (at least) two problems involved in giving indicators of inter-
judge reliability in terms of percentage agreement. First, as it was obvious
from our excerpt from the interview with (S 11), there may be more than one
category applicable to an answer or to a protocol. Second, in other cases, the
answer to a certain question or the entire protocol may not contain sufficient
information on which to base a judgment concerning the applicability of any
category. Furthermore, we should observe that a percentage agreement due
to chance alone varies as a function of the number of the categories. (It is
50% for two categories, 33% for three, 25% for four, etc.) As a very general
estimate, we could say that, to be satisfactory, reliability figures of this kind
should be within the range 75-100%. The results obtained in our research
group are within this range.

POINTING OUT THE NATURE OF OUTCOMES VERSUS
DESCRIBING METHODS FOR ARRIVING AT THEM

Another implication of the view that categories of description are dis-
covered is that we cannot specify methods that would ensure a certain

In actual fact, it is conceptions and not categories of description that are discovered. From a
stylistic point of view, it is, however, somewhat awkward to maintain this distinction
consistently.
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predetermined outcome. A discovery can never originate from an al-
gorithmic process. Qur aim is not to measure certain qualities of individuals
but to reveal as yet unknown qualities of their relations to the world. There
is simply no way of giving highly specific instructions for how such an enter-
prise should be carried out. There is, however, an example of very thorough
and detailed analysis, carried out by Theman (1983), illustrating the consid-
erations taken into account in the search for categories of description charac-
terizing different conceptions of political power. Some details of that re-
search work were recently described by Svensson and Theman (1983).

In our research group, we have used mostly interviews, but there is
nothing essential about this specific way of collecting data. What is funda-
mental, however, as was suggested earlier, is that the procedure used should
be sufficiently open to allow the subjects to express their own ways of struc-
turing the aspects of reality that they are relating to and to give them the
opportunity to choose the terms in which they interpret the situation they
are facing.

The questions asked are of decisive importance, of course. Surely, it takes
bright ideas and creative insights to formulate questions that stimulate open-
ness. Also, carrying out the kind of research interview we have in mind is a
delicate task. The fact that we are interested in what the students think
about and how they think, not in whether or not they manage to produce the
right answer should be obvious to them as well. The interview should l)e.an
open-minded exploration of the landscape of thoughts, not an examination
nor an instructional session.

All the conversation is subsequently transcribed and the transcripts are
analyzed. The protocols together form the whole; they give ‘the context and
background against which single statements gain their significance. The aim
is not to give an exhaustive description of each interview, but to find es-
pecially relevant points. By reading through the protocols several times, a
selection procedure is employed. We try to pick the statements that are
relevant in relation to the question, “What are the different ways in which
the actual phenomenon or aspect of reality is understood?” The interpreta-
tion of each statement has to be made in relation to its context in the protocol
where it appears. As we said earlier, the statements gain their significance
through comparisons with other statements in the same protocol and in
others that were found to be relevant. As a result of such comparisons made
on the basis of the interpretative work, a pattern of similarities and dif-
ferences may emerge. Once such a pattern has appeared, however vague its
form may be, it is used as a conjecture for a systematic search for, and control
of particular conceptions in each protocol.

In this chapter, we offer general methodical recommendations and try to
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characterize the general methodological orientation. Above all, however, we
point to the kind of outcomes we are seeking.

DISTINGUISHING BETWEEN LOGICAL AND EMPIRICAL
RELATIONS

From the preceding distinction between the categories of description and
the object of that description, another distinction follows—namely, that
between logical and empirical relations. The former is to be seen between
the categories themselves, the latter between the instances referred to by
the categories. For example, one of the ways of apprehending bodies moving
at a constant velocity was found earlier to be characterized by a person
focusing on the velocity aspect of a physical event. Also, focusing on the
velocity aspect was found to be a distinctive feature of one of the categories.
This concerns the logical relation between the two categories. To what ex-
tent persons who focus on the velocity aspect in one case also do so in the
other case is, however, an empirical question.

There are two usually unstated presuppositions that make it questionable
as to whether we can expect the logical relations to hold also on the empirical
level. Such an expectation would be based on two hidden assumptions.
First, we must assume stability in the individual—that is, to assume that he
or she thinks in the same way about the same thing at two different points of
time. Second, we must assume that the logical definition of the problem is
the only relevant point of view for the individual. If we consider the second
point first, we have to conclude that the assumption is frequently (not to say
mostly) unwarranted.

In the investigation to which we have been referring, the second problem
was aimed at revealing the students’ understanding of bodies moving at a
constant velocity. A bicycle was the object in this problem. Though the car
problem and the bicycle problem can be considered identical from the point
of view of physics, this second problem turned out to be clearly more diffi-
cult in the sense that more students gave answers in terms of equilibrium at
rest (i.e., answers reflecting conception [b]), both before and after the
course. In actual fact, some students who had given answers to the car
problem in terms of equilibrium at a constant velocity (i.e., answers reflect-
ing conception [a]) before the course, turned to the Aristotelian-like variety
of solution when confronted with the bicycle problem after it. Our in-
terpretation is that these differences have to do with the students’ everyday
experience of cycling, The tendency to assume the need for a greater force
forward probably increases if one has experienced the situation firsthand
where one has to provide a force in order to maintain a forward movement.
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Teaching in school is obviously aimed at enabling the students to dis-
regard, in various situations, what is not relevant from the perspective of a
discipline-bound definition of those situations. Though clearly within the
framework of a highly specific context—the context of the school—they are
expected to learn to function in an acontextual manner.

We have been able to avoid questions concerning the endurance and
generality of changes by saying that we are only interested in describing
relations between the individual and certain phenomena or aspects of the
world. In order to be able to claim that learning has taken place (which was
at least partially our interpretation of the before- and after-course dif-
ferences) we must however, make some assumptions about the changes
having some permanence and generalizability.

Without abandoning our relational view we could concur in the view of
learning as being a reasonably durable and generalizable change. This
change does not, however, have to take place in the individual but rather
between the individual and the world. What is necessary is to establish
relationships on such a fundamental level that they remain unaffected by the
ongoing flux of the situational variations. Such changes can be visible only if
we do not merely look at the individual, but rather try to see his or her
world.

We would like to argue that the distinction suggested by the title of the
present section leads to a fairly radical stance from a methodological perspec-
tive. Usually, empirical relations are hypothesized on general psychological
grounds or they are sought for by trial and error in exploratory studies. In
our case, the starting point is in the relationships of a logical or internal
character, and we must explain especially the cases in which the rela-
tionships hypothesized do not hold on an empirical level or when such
relationships are not found in exploratory studies. What is taken for granted
and what has to be explained shifts thus in a figure—ground fashion. This is
illustrated by the case of rest and motion (i.e., whether rest is taken for
granted and motion is explained or whether motion at a constant velocity is
taken for granted and changes in velocity are explained).

TOWARD A FRAMEWORK FOR DESCRIBING LEARNING AS
CHANGE BETWEEN QUALITATIVELY DIFFERENT
CONCEPTIONS

Results of the kind we have been arguing for in this chapter have indeed
been produced in widely varying disciplines. Qualitatively differenf ways'in
which people experience and conceptualize various aspects of their reality
and various phenomena in it have been mapped by researchers in deyelop-
mental psychology, anthropology, clinical psychology, history of science,
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sociology of knowledge, and so forth. The point has been made that we
should try to integrate such findings on the basis of content, and by doing so
we should arrive at an alternative organization of this type of knowledge.
Phenomenography has been suggested as a name for this domain, or family
of content-centered domains. (Marton, 1981). This means, for instance, that
we should bring together knowledge about the different ways in which
people may interpret the physical reality, regardless of whether such dif-
ferences originate from differences between cultures, historical periods, or
age levels. By doing so we would arrive at something we may call “a phe-
nomenography of physics”;> it would contain layers of meaning linked to
physical theory, a description of objects that are denizens of Popper’s “third
world.”® Such a science of categories of description (to which investigations
of the kind illustrated in this chapter contribute) should be of considerable
didactic interest, at least if one adopts the view of learning that we have tried
to make explicit in our presentation. The assumption is that if we want to
make the students think in a certain way about something, it should be
useful to know what other ways there are to think about it.

According to the argument for phenomenography, we should bring to-
gether findings arrived at by highly differing methods. Phenomenography is
thus more or less neutral from the point of view of specific research methods.
It represents, however, a distinctive perspective in which findings may be
reinterpreted in ways that do not accord with their original meaning. As was
shown in one of our earlier examples, a way of dealing with a problem (which
had been regarded as symptomatic of an underlying cognitive structure) can
very well be seen as an aspect of a human—world relation. The fact that
phenomenography is basically not method-oriented makes it point away
from itself (i.e., from questions of what it is and how it should be done to the
kind of findings it is about). It makes it point to a certain type of knowledge,
or a certain type of result—knowledge that we have advocated, and results
that we have exemplified.

Phenomenography (i.e., various domains of categories of description de-
noting conceptions of certain kinds of phenomena) should offer an appropri-
ate framework for the systematic description of learning suggested in this
chapter. A change between two qualitatively different conceptions could be
understood in relation to the background of alternative possible changes

5In a similar way, we could think of a phenomenography of mathematics or phenomenography
of biology corresponding to the systematization of knowledge about the different ways in which
people use mathematical or premathematical concepts or conceptualize biological phenomena.

6In Popper’s (1972) words, we can speak of a world of physical objects and physical states (“the
first world”), a world of states of consciousness (“the second world™), and a world of objective
contents of thought (“the third world”), which includes the products of the human mind, such
as scientific theories, scientific problems, social institutions, and works of art.
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represented by a structured set of categories of description. The study of
learning, on the other hand, would provide descriptions of empirical rela-
tions between conceptions. This would illuminate important variations in
meaning between logically similar conceptions and it would help focus on
meanings and relations of special didactic relevance.

What is suggested tay be briefly illustrated by reference to our example.
As was pointed out previously, there are some apparent general logical
similarities between the conceptions of the two kinds of events referred to
earlier. This is true, above all, as the right conceptions are concerned. The
nature of the wrong answers reveals, however, that change from wrong to
right conceptions have different meanings in the two cases. This also illumi-
nates differences between the right answers to the two problems—dif-
ferences that are highly relevant form a particular perspective of learning.

In the case of bodies moving at a constant velocity, the change between
the two occasions was reasonable to expect. However, it did not occur in
actual fact and was to take place from the students’ seeing constant velocity
as a case of motion related to a motive force, to seeing constant velocity as a
special case of effect related to an equilibrium of forces. This is a change
similar to the historical transition form an Aristotelian to a Newtonian view of
motion.

In the case of bodies in a decelerated motion, the change between the two
occasions, indeed came about. It took place mainly from the students’ meth-
od of including mass together with velocity in using concepts close to innate
force, momentum and kinetic energy, to not including such concepts (and
mass), but using a model with only velocity and external force. This change is
mainly one of learning which model and which concepts have to be used, but
it does not necessarily mean any fundamental change in the conception of
motion has taken place.

From a perspective of learning, the relations between conceptions are
different in the two cases and therefore also the meanings of the conceptions
are different. Not only does phenomenography (i.e., domains of concep-
tions) offer us a framework for describing learning as change between
qualitatively different conceptions, but also the deseription of such changes
enhances our understanding of the nature of the conceptions and the struc-
ture of the domains, and thus contributes to an improved basis for didactic
efforts.
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LEARNING SCIENCE BY
GENERATING NEW
CONCEPTIONS FROM OLD IDEAS

M. C. Wittrock

INTRODUCTION

Since the mid-1970s, research in science education and teaching has devel-
oped an understanding of science learning that differs considerably from
earlier, commonly held views. As part of the cognitive movement in instruc-
tion and learning (Wittrock, 1978), the research in science education has
developed an understanding of science learning that emphasizes the interac-
tion between students” knowledge and thought processes, on the one hand,
and scientists’ conceptions of physical and biological phenomena, on the
other hand.

The recent cognitive approaches to learning and teaching, such as the one
that I first wrote a decade ago (Wittrock, 1974b) and since then have elabo-
rated in mathematics learning (Wittrock, 1974a), reading comprehension
(Wittrock, 1981) and, with Roger Osborne, in science learning (Osborne &
Wittrock, 1983), have tried to conceptualize the nature of this interaction
between students’ thinking and scientists” data and models. To describe this
interaction productively for science education and teaching, many of these
recent cognitive approaches to instruction emphasize the importance of un-
derstanding that science learning begins with the learners’ science. I main-
tain that, in addition, we must understand how students use their previously
learned, often naturally and informally acquired, conceptions of science and
ways of thinking to generate meaning for events that scientists explain in
alternative and more sophisticated ways. When students’ information and
ways of thinking are appropriate for learning science in school, then teaching
can focus on assimilating new scientific ideas to old cognitive structures.
However, when students” knowledge and thought processes are inappropri-
ate and therefore counterproductive for learning science in school, then
accommodative learning, in which students learn new scientific conceptions
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that revise or supplant less adequate, previously acquired frameworks, be-
comes necessary.

The study of these generative processes (assimilative and accommodative)
in science learning leads to new developments in (1) the measurement of
student and teacher thought processes and cognitive structures, (2) the con-
ceptualizations of science learning, and of what it means to learn science in a
meaningful way, (3) the number and nature of the culturally induced or
idiosyncratically created alternative frameworks students acquire about sci-
ence, and (4) the characteristics of teaching and instruction effective for
facilitating student generation of scientific conceptualizations from informal
viewpoints about physical and biological science.

A REVIEW OF PART Il

The six chapters of Part II of this volume treat all four of the areas men-
tioned in the previous paragraph, with the developments about measure-
ment of thought proeesses in science treated especially in Part I. In the set of
chapters in Part IT we learn about (1) models of meaningful science learning
as a change in learners” eonceptualizations, (2) background ancillary student
knowledge needed to make sense of scientific concepts and principles, in-
cluding cross-cultural differences in student background knowledge about
scientific concepts, and (3) the teaching of science concepts as accom-
modative changes in cognitive structures, as the learning of qualitatively
different science concepts, and as the modification of metacognitive thought
processes involved in learning how to learn science.

To present the related contributions of these six chapters to the emerging
cognitive view of science learning in a unified context, I begin with the view
of learning and teaching that these chapters suggest to me. I list and discuss
main points that synthesize many of the major findings and models described
in the chapters.

The overarching conception of science learning and teaching that I acquire
from these chapters is that it is the process of stimulating learners to con-
struct new and better understandings of scientific phenomena by assimilat-
ing new concepts to old frameworks (a type of evolutionary learning) or by
accommodating new frameworks from old ones (a type of revolutionary
learning). With each of these types of learning, teaching is no longer only the
presentation of the scientists’ view of reality. Neither is teaching the presen-
tation of the difference between the scientists” and the learners’ views of
reality. Instead, the emerging conception emphasizes the distinctive respon-
sibilities of learners, who construct new meanings from old models and
experiences, and of teachers, who know and understand the learners’
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thought processes and conceptions of science and who provide appropriate
instruction to lead the students to assimilate new concepts or to accommo-
date new frameworks.

The main points that these six chapters contribute to this overarching
conception of science learning are the following:

1. We are developing an understanding of science learning that dis-
tinguishes it from learning in some other areas of study and that
emphasizes the importance of accommodative learning, as well as
assimilative learning.

Strike and Posner (Chapter 13) discuss how science learning otten involves
learning a framework that is different from the one the student has pre-
viously learned. As they indicate, that type of learning is different from
learning to incorporate information into schemata or into slots. It is learning
the relations of concepts to a new theory or new basis for viewing science.

Sometimes, students may not have an appropriate preconception to en-
able them to understand the new information. As is often the case, they do
have a preconception that is inappropriate and counterproductive. The ex-
ample Strike and Posner gave of Freud’s attempts to teach people that mind
has unconscious components illustrates these points quite well. Because of
Descartes’ widely accepted notion of conscious mind, people often possessed
a preconception that made it difficult for them to understand Freud’s notions
about mind.

Freud used hypnosis as a technique to demonstrate that people had
thoughts of which they were not conscious and that these thoughts could
influence their behavior as evidenced by purposeful mistakes and motivated
forgetting. By means of these demonstrations, he hoped to lead people,
through accommodative learning, to an understanding of his theory of mind
and its implications for viewing mental illness, art, and religion quite differ-
ently from earlier notions about them.

Johansson, Marton, and Svensson (Chapter 14) discuss somewhat related
issues when they mention that students who organize their thinking around
the concept of velocity, rather than motion, approach problems in mechanics
qualitatively differently from each other.

Novak (Chapter 12) discusses how assimilative and accommodative learn-
ing become meaningful. Using Ausubel’s model of meaningful learning,
Novak discusses how science learning involves learning relationships among
and between concepts and experience. Typical measures of student achieve-
ment, he writes, do not usually measure the higher-order relationships that
distinguish meaningful science learning from arbitrary and verbatim learn-
ing. He maintains, as T do in my model of generative learning, that mean-
ingful learning is a student generative process that entails construction of
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relations, either assimilative or accommodative, among experience, con-
cepts, and higher-order principles and frameworks. It is the construction of
these relations between and within concepts that produces meaningful
learning.

Learning new frameworks, making qualitative changes in conceptions,
and engaging in accommodative learning occur also in disciplines other than
the physical and biological sciences. However, these types of learning are
critical in science education, difficult to understand and to facilitate, and
involved in the issue of science learning as both as an evolutionary and as a
revolutionary process.

2. Students have culturally transmitted and idiosyncratically generated
models or preconceptions of science that influence science learning
and teaching.

We should not be surprised when we learn that students believe that
“heat molecules flow” and that “a vacuum sucks.” These common sense
notions explain, at an intuitive level, a wide variety of everyday experiences.
As Hewson (Chapter 10) alludes, Lavoisier gave an explanation of heat not
far from the notion that heat molecules flow. In some cases, scientists have
labored for many years to convince themselves that a non-intuitive theory or
model described scientific phenomena better than does a popular or intu-
itive theory. The theory that invisible microbes pervaded our surroundings,
caused disease, and could infect patients during surgery was an elegant,
simple, and parsimonious theory that some scientists and surgeons thought
was an incredible, ludicrous idea when it was introduced. How equally
strange and inscrutable must some modern-day scientific theories seem to
students who have constructed alternative intuitively appealing frameworks
that they find adequate for explaining and coping with everyday problems.

Hewson provides data to show that cultures transmit different conceptions
of heat. The caloric view of heat flow is relatively common among children in
the United States, Canada, France, and England. In contrast, a scientifically
more advanced conception of heat than the caloric view, a kinetic or at least a
prekinetic view, is relatively common among Sotho children in Africa, who
have not been taught a kinetic theory of heat.

Roger Osborne’s work in children’s science, discussed in Chapter 2
(Gilbert, Watts, & Osborne) of this volume, shows some of the student-
generated modcls that exist in physics. To explain how current flows in a
simple DC circuit, he finds that young children in New Zealand, England,
and the United States characteristically use three or four models, only one of
which is like the physicists’ explanation that the current flows equally, and in
one direction only, throughout the circuit. Osborne finds these models diffi-
cult to unlearn. Students vigorously defend them, even in light of demon-

——
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strations that the models are inaccurate. Again, accommodative learning of
new conceptions emerges as an important area of study in science education.

To facilitate accommodative learning, we need to identify and to measure
the number and variety of students” preconceptions of science; and we need
to devise ways to use this knowledge about students’ preconceptions to teach
them alternative, more useful conceptions.

3. The ancillary and tacit knowledge involved in learning concepts and
principles in science is being discovered and articulated.

In greater detail than I can properly summarize here, Reif (Chapter 9)
explains an ancillary knowledge necessary to make sense of commonly taught
concepts, such as acceleration. Without access to the undiscussed and unre-
ported prologues and assumptions known by the instructor, beginning sci-
ence students delve into physics problems armed mainly with formal state-
ments of equations. As a result they often make mistakes. When students
follow the procedure for specifying a concept, such as acceleration, they
often better understand the problems and the equation, probably because
following the procedure requires them to explain the meaning of the
concept.

From a different but related approach, Reif indicates more than a need for
meticulous attention to detail in learning concepts and principles in science.
He shows how student specification of everyday concepts, such as color, by
use of prototypical examples, is poor preparation for the detailed and unam-
biguous specification of concepts in science, using explicit rules. Again, the
students” knowledge and ways of thinking influence science teaching and
take it well beyond the simple notion of presenting the subject matter in
clear language.

4. The interaction between students’ alternative structures and scientific
concepts influences the understandings and meaning acquired in sci-
ence classes.

This variation on the theme discussed in each of these three main points
mentioned so far deserves attention because it emphasizes the importance of
getting students to relate and to change old conceptions into new frame-
works. As Osborne and his associates have found, students often do not
revise everyday concepts because they isolate them from the principles
presented in the classroom. They feel, for example, that electrical current
may flow as the teacher says it does in the classroom. But in the student’s
home, electical current flows differently, that is, as the student’s model
indicates that it does. In this way, student preconceptions and teachers’
models of electricity do not interact with each other. As a consequence
student frameworks remain unchallenged, cognitive dissonace is not in:
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duced, and accommodative learning does not occur, even though a written
examination over current flow might indicate otherwise. That is, the stu-
dents learn how the teacher wants them to behave on the examination, but
they do not incorporate or use scientific understandings in their lives outside
the school, which is perceived as an artificial place having little to do with
the real world.

5. We are beginning to develop new ways to facilitate science learning
using cognitive models of teaching and instruction.

From the models and assumptions underlying the research discussed in
Part II of this volume, we see the beginnings of highly promising research-
based approaches to modifying instruction in science. Novak discusses the
effects of concept mapping and Vee mapping strategies upon learning sei-
ence concepts meaningfully and upon helping students to “learn how to
learn,” or to use metacognitive strategies.

Gunstone, Champagne, and Klopfer (Chapter 11) report an extensive
research program on children in Pittsburgh and adults in Victoria learning to
change real world ideas and cognitive structures relevant to solving prob-
lems in mechanics. The adults, science majors, changed their cognitive
structures more from the pretest to the posttest as a result of instruction than
did the children. I am delighted that accommodative learning occurred with
the adults and not surprised that it did not occur in this relatively brief
period of instruction with the children. The new frameworks were perhaps
too different and difficult for the children to learn quickly and meaningfully.

In my studies with teaching kinetic molecular theory to primary school
students (Wittrock, 1963), I found that the children learned and transferred
concepts about heat and about states of matter to new situations. They also
retained the concepts one year later. We studied their beliefs about changes
in states of matter and then taught them an organized conception, kinetic
molecular theory, associated to numerous real-world examples, using simple
analogies and special illustrations prepared by artists. We had the children
generate explanations for changes in states of matter, relating the theory to
concrete and familiar examples and problems.

In another study (Wittrock, 1967), we taught elementary school students a
heuristic to use to solve simple concept identification problems that involved
classifying figures. The simple metacognitive strategy they learned was first
to generate all possible four answers and then to test each one in turn,
eliminating the answers that were shown to be wrong. Compared with other
groups taught less effective strategies, the experimental group achieved the
greatest amount of learning and transfer.

In the studies by Novak and by Champagne, Gunstone, and Klopfer
(Chapter 11), as well as in the other studies I have mentioned in the preced-
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f'ng paragraphs, there are some suggestions about methods to facilitate learn-
ing of new concepts and new conceptions in science. First, cognitive disso-
nance, described by Champagne et al. holds promise. It offers a way to get
students’ preconceptions to interact with science concepts. However, it is a
complicated technique. As Osborne and his associates found, students, easily
avoid the dissonance by thinking that what they see and learn in the class-
room and laboratory does not relate to the same phenomena, such as elec-
tricity, in their homes or other out-of-school settings.

A v%riety of other promising new procedures is also developing, such as
Novak’s concept mapping. One of its advantages is that it requires students
to generate the conceptual relations among concepts and between concepts
and examples. Another promising technique is the teaching of metacognitive
strategies for solving problems. Yet another technique is the teaching of
pervasive, organized scientific systems, such as kinetic molecular theory, to
very young children before they have evolved in detail an alterna{ive
counterproductive theory. In all of these teaching approaches, it is the in-

teraction between student conceptions and scientists models that is critical
to facilitating generative learning.

SUMMARY AND CONCLUSION

In summary, from the studies and arguments presented in Part II, and
from my own research, I do not believe that science teaching proceeds as
many people formerly assumed that it did. I believe that it is no longer
feasible to teach only the scientists’ view of reality, that is, to teach the
subject matter. Nor is it adequate to teach the difference between the scien-
tists” view and the students’ view. Neither of these approaches necessarily
involves students” conceptions in interaction with scientists’ models.

The more appropriate teaching techniques involve students in the genera-
tion of relations between what they know and what they are taught. Teachers
do not literally teach in the usual sense of the word. Instead they facilitate
learners’ generation of meaning and understanding by helping them to relate
new and old information and conceptualizations to each other. Even infor-
mation and concepts which are directly taught to students must still be
generated by them for meaningful learning to occur.

The editors of this volume carefully selected topics in Part 1I to discuss
these fundamental issues in science learning. The chapters in Part II indicate
that in science learning we are beginning to understand what students know
about science, how they think about science, and how we can facilitate
science learning. The authors of these chapters are asking some of the right
questions; and they are getting some useful answers to these questions.
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Research in science learning reported in these chapters is going in produc-

tive directions.
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